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A sample
letter:

I
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Chain letters – old style

• These letters are different but appear to have the same 
origin.

• We were interested in reconstructing the evolutionary 
history of these chain letters.

• Because these chain letters are readable,
they provide a perfect tool for classroom
teaching of phylogeny methods and 
test for such methods.

• Scientific American: Jun. 2003
C. Bennett, M. Li, B. Ma: Chain Letters & Evolutionary Histories
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An unclear letter reveals evolutionary path:  
((copy)*mutate)*
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Why bother with chain letters?

http://www.silcom.com/~barnowl/chain-letter/evolution.html

• Like a virus, it has reached billions of people, literally.
• Like a gene, they are about 2000 characters; 
• It even resembles some subtle phenomenon in biological evolution!
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Coevolution

Life à wife

His à her

http://en.wikipedia.org/wiki/Coevolution

t
life

this
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Methods for constructing phylogeny
• Charater Based Method
• Parsimony Method: Find a tree topology so that the total number of mutations 

on the edges is the smallest.
• Perfect Phylogeny.
• Maximum Likelihood.

• Distance Based Method
• UPGMA
• Neighbour Joining

• Quartet Method
• Whole Genome Phylogeny.
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Character Based Method
• The first category of phylogeny methods do three things:
• Define characters/features for each taxon.
• Define a score function for each tree based on the characters.
• Find the optimal tree
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Basics
• A character is a “feature” in the species.

• Vertebrate / invertebrate
• Has hooves / does not.
• A letter in multiple sequence alignment.
• The title is “Trust in lord …” or “With love all  things are 

possible”.
• An evolutionary tree is a rooted and leaf-labeled binary tree.

} phenotype
→ genotype
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More details
• Input: An n x m matrix of aligned characters.  (n taxa, 

m characters) 
In the case of a multiple alignment, these are columns 
with no gaps.

• Output: A labeled tree with least number of
mutations.

Characters (features)

taxa Value of
character e
of taxon 2. 1 2 6 45 3

11010 01101
11000 01101 11010 01100

11000

11000

01100

01100

One solution (not optimal)

1 3 0

0

2

0

0
1

3

¥
"

☒
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Example:
• Suppose we have four taxa:
• W: AAAA
• X: AGGA
• Y: ATGA
• Z: TTAT
• There’re only 3 possible (unrooted) trees on 4 taxa. Which has the least mutations?

W X Y Z

W Y X Z

W Z X Y0880
AAAA AGGA ATGH TTAT
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Parsimony example

• In this case, we need 5 mutations.  The other 2 
require 6.

• So the “cheapest” tree joins W and Z on one side 
and X and Y on the other.

• Where is the root of the tree?

AAAA TTAT

ATGA

AGGA ATGA

ATAA

W X YZ

*
•
← not

/ A 2 I 0
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Ancestor Reconstruction
• For a given topology, how to construct the ancestors? (in order to

calculate the score of the tree)
• First observation: We can solve each column separately.  So we can just 

solve for 1-character strings.

• Algorithm by Sankoff: tree-based dynamic programming.

Input 14 output .

¥1k.
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Tree DP, details
• For every node u of the tree and letter a of the alphabet Σ, let 

D[u, a] = min # of mutations in Tu if u’s label is a.
• Let r be the root. We want minx D[r,x].
• For a leaf node v, if the character at leaf v is a, then D[v,a] = 0, and 

D(v, b) = 1 for all other letters b.
• For an internal node u, with children v and w, suppose we know all of 

the values of D[v, *] and D[w,*].  
• How to compute D[u,*]? D.[u, a]

• a-a F¥÷
DEV , a] = 0

,

DINb)=/
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Tree DP details (end)

• If we put letter “a” at node u, the cost of the left branch of the tree is the 
minimum of 
• Case 1. D[v,a]
• Case 2. 1 + minb≠aD[v,b]

• The same argument holds for the right branch. So
• D[u,a] = min (D[v,a], 1 + minb≠aD[v,b]) +

min (D[w,a], 1 + minb≠aD[w,b]).
• Order of computation?
• Time complexity?

v w
u

not a

Demay
V=aor

case 2 .
u=a

,itv=a µ
-

itvta
, ④=b

-
CÉ→=min(DEV.af.t-minD-lv.by?bc--z

Depth-first
for all u

torana ] MY-42
1-21=0

= N -of
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Total runtime
• We can ignore b≠a and minimize on all b without changing the value.
• Note: minbD[v,b] only needs to be computed once, not once every letter a for 

minb≠aD[v,b]. 
• If the tree is binary, and the size of the alphabet is σ, this algorithm takes O(nσ) 

time, since it’s just O(σ) time at each node 

for every n :O (nor)
for overyq→

let ✗ = min DEV , b]
BE -2

apply the recurrence relation ,

ocn -D→ DEM a] = min (DIV , a]
,
It ✗) & - .

.
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Parsimony
• Parsimony Method: Find a tree topology so that the total number of 

mutations on the edges is the smallest.
• NP-hard.
• Algorithm: For each possible tree topology, uses DP to compute cost. Output 

the best tree. 
• Suppose there are f (n) trees on n taxa.  
• Total runtime: O(nmσf (n)).
• Unfortunately, f (n) = 1*3*…*(2n-5). (Roughly n!2n or so).
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Perfect Phylogeny
• A perfect phylogeny is such that for every character (every column), all 

species with the same state of that character is a connected component 
on the tree. 

AC

AT

AT

GT

ATAT C

T

T

C

NO

? ?

C

T

T

G

TT

YES

YES
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Algorithm for Binary Case

• Algorithm 1: Start with a set of all taxa.  Find a 
character and split the set into two.  Recursion until 
each set has only one taxon.  

a

ed

O
o

O

o

D= I d-- o ed O
e=o

0 o_O
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Perfect Phylogeny
• For binary characters, Algorithm 1 is a polynomial time algorithm. If

there is a perfect phylogeny, it outputs the perfect phylogeny.
• Equivalently, if the output is not a perfect phylogeny, then there is no perfect

phylogeny for the input.
• Theorem: If there is a perfect phylogeny for the input, and there are 

constant number of states for the characters, then a perfect phylogeny 
can be computed in polynomial time.

• r states, n taxa, m characters: O(22r nm2).
- - -

-
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Important Fact
• If a column has k different states, then 
• any phylogeny requires at least k-1 mutations for the column.
• a perfect phylogeny only has k-1 mutations for the column.

• Conclusion: a perfect phylogeny is the best you can get for parsimony. 
• Not all input matrix can cause a perfect phylogeny.
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Maximum Likelihood
• The score function used in parsimony (and perfect phylogeny) is too

simple, especially when sequencing data become available.
• For example: the multiple alignment of proteins can be used as the input
• Thousands of columns (characters).
• Mutations between different pairs of amino acids have different rates.
• Different substitution matrices on different columns.

• The maximum likelihood method aims to provide a better scoring
function.
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A Multiple Alignment

Max likelihood method starts with a multiple alignment. Different columns
may have different substitution freqeuncy matrix.
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Maximum Likelihood

A

A T

T A

A

T T

T A

n For each possible tree topology T, for each possible internal node
assignment, and calculate the probability based on the substitution matrix.

n For each tree T, add up all probabilities of all possible internal nodes.
This is the likelihood of the input tree T. Figure shows a single column
of the multiple alignment.

n Find the tree that maximizes the likelihood.

……

I'ÑiPi Pc % P} .
- -

P' pc,
• To OT

pi p,
•

A
- . n
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More Notes about Maximum Likelihood

• Often more accurate than other methods.
• Very time consuming. Usually heuristic algorithms and

dynamic programming algorithms are used to assist the
search and estimation of the likelihood.

• If desired, one can also allow the change of the edge length
(the mutation rate at each edge).

• Software available: e.g. PhyML.
-


