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A Better Gene Finder
• We can use the log likelihood ratio score to evaluate

each ORF. Each codon XYZ contributes score
• log !(#$%)

! # ! $ ! %
• An ORF is predicted as a gene if the sum of codon score

is above a threshold.
• This is better. But it does not catch the correlation

between adjacent codons.
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HMM
• We have used HMM in the classroom example to catch

correlations between adjacent events.
• This can be used to model gene prediction.
• For example:
• Symbols: Nucleotide bases.
• States: start codon, stop codon, coding, non-coding

(intergenic).
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Prokaryote gene finding HMM
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Gene Prediction as HMM

A T A A T G A A A T A A C C A

s c t i i ii i i

Symbols:

State path:

• Annotated the sequence with most
probable path of states. This
provides a reasonable answer to
gene prediction.

• A difference here: emission is not
fixed length. But this does not
forbid us from solving it with
dynamic programming.

start codon
codingintergenicstop codon
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Dynamic Programming

A T A A T G A A A T A A C C A

s c t i i ii i i

Symbols:

State path:

• Define D[k,p] be the max
probability achieved by first k
symbols for a path with the
last state being p.

start codon
codingintergenicstop codon
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Recurrence Relation

A T A A T G A A A T A A C C A

s c t i i ii i i

Symbols:

State path:

! ", $ = ! " − 1, $" Pr($|$") Pr -'|$
For p=intergenic

! ", $ = ! " − 3, $" Pr($|$") Pr -'%(-'%&-'|$
For p=start, coding, or stop

start codon
codingintergenicstop codon
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Dynamic Programming
• Once the recurrence relation is obtained. It is

straightforward to work out a dynamic programming
algorithm.
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Easy enough to implement?
• This is very easy to implement.  
• If desired, one can also use a higher-

order HMM.
• Parameter training must be done 

carefully.



Gene Prediction
• Besides the codon bias that can be

captured by HMM, there are other signals 
in a gene structure that can be employed 
by a gene prediction program.
• E.g. the promoter of a gene is a region of

DNA sequence located near the start codon.

<-- upstream                                                   downstream -->
5'-XXXXPPPPPPXXXXXXXXXPPPPPPXXXXGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGXXXX-3‘

-35            -10       Gene to be translated 
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Promoters
<-- upstream                                                   downstream -->
5'-XXXXPPPPPPXXXXXXXXXPPPPPPXXXXGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGXXXX-3‘

-35            -10       Gene to be translated 

-10: T    A    T    A    A T
77%  76%  60%  61%  56%  82%

-35: T    T G    A    C    A
69%  79%  61%  56%  54%  54% 

• These rules are only approximately correct.
• The presence of promoters allow a very high 

transcription rate.
• Exercise: How to assign a score to the promoter.
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PSWM

positional specific weight Matrix
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Summary
• HMM is a general model to predict some hidden states by

examining emitted symbols.
• HMM can be used in gene prediction to harvest the codon bias

and adjacent codon correlation.
• Gene prediction can use more information about the gene

structure than codon bias.
• We only talked about prokaryote gene prediction. Eukaryote gene

prediction is harder because of introns.


