Review:

- Multiple alignment shout Loudly."
- Merge 2 alignments into 1.
- pairwise alignment induced by the multiple alignment.



## Exact Algorithm for Multiple Alignment

- When the optimal alignment is needed. There is an exact algorihtm as well.


## Score Function

- For each column, assuming the letters are $a_{1}, \ldots, a_{n}$ for the $n$ sequences. Define a column score $S\left(a_{1}, \ldots, a_{n}\right)$.
- The alignment score is the total of the column score.
- There are more than one ways to define the column score. Let us examine the simplest one first.


## SP-score

- SP (Sum of Pair) score is the most widely used because its simplicity.
- We have a similarity matrix $s(a, b)$ for any two given letters.
- For the k -th column with n letters $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$. Define

$$
S_{k}=\sum_{i, j} s\left(x_{i}, x_{j}\right)
$$

- The SP-score of the alignment is

$$
\sum_{1 \leq k s m} S_{k}
$$
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$S(-1-)=0$

$\sum s\left(S_{i}, S_{j}\right)$
(1)

## SP-score

- Note that SP-score can be viewed from a different perspective as follows.
- For each pair of sequences Si and Sj (including the gaps) in the multiple sequence alignment, define
- $S_{i, j}=\sum_{k} s\left(S_{i}[k], S_{j}[k]\right)$
- The SP score is then $\sum_{i, j} S_{i, j}$
- The two perspectives are equivalent if $s(-,-)=0$.


## Review

- Before we study the algorithm to do multiple sequence alignment, we review the pairwise alignment algorithm.


```
Case 1:
S1[1..i]
S2[1..j-1] s2[j]
```

Case 2:
$\begin{array}{lc}S 1[1 \ldots i-1] & \text { s1[i] } \\ \text { S2[1..j] } & -\end{array}$
Case 3:
S1[1..i-1] s1[i]
S2[1..j] s2[j]

$$
D P[i, j]=\max \left\{\begin{array}{l}
D P[i-1, j-1]+f(s[i], t[j]) ; \\
D P[i-1, j]+f(s[i],-) ; \\
D P[i, j-1]+f(-, t[j]) ;
\end{array}\right.
$$

## Alignment of three sequences

- Use $X$ to indicate a letter. The last column has 7 cases:

- Let f be the column-wise score function.
- DP $\left[i_{1}, i_{2}, i_{3}\right]$ is the optimal score for $s_{1}\left[1 . . i_{1}\right], s_{2}\left[1 . . i_{2}\right], s_{3}\left[1 . . i_{3}\right]$.
- DP $\left[i_{1}, i_{2}, i_{3}\right]=$ maximum of the 7 cases
case XXX: DP $\left[i_{1}, i_{2}, i_{3}\right]=\operatorname{DP}\left[i_{1}-1, i_{2}-1, i_{3}-1\right]+S\left(s_{1}\left[i_{1}\right], s_{2}\left[i_{2}\right], s_{3}\left[i_{3}\right]\right)$ case XX-: DP[ $\left.i_{1}, i_{2}, i_{3}\right]=D P\left[i_{1}-1, i_{2}-1, i_{3}\right]+S\left(s_{1}\left[i_{1}\right], s_{2}\left[i_{2}\right],-\right)$
$\qquad$
- It is necessary to introduce some notation for n sequences ...


## Alignment of many sequences



- Here $X$ indicates a letter and a dash indicates an indel.
- If you regard X as 1 and - as 0 . Then these cases are all the 3-bit binary numbers but 000 .
- In general, for $n$ sequences, there are $2^{n}-1$ cases.
- Let us use $\delta_{j}$ to indicate whether at sequence $j$ the last column is a letter. $\delta_{j}=1$ if it is a letter.


## Complexity

- Time complexity $\mathrm{O}\left(\mathrm{m}^{\mathrm{n}} 2^{\mathrm{n}} \mathrm{T}\right)$, where T is the time needed for computing a column score.
- Space complexity $\mathrm{O}\left(\mathrm{m}^{\mathrm{n}}\right)$.
- This problem is NP-hard. So, no polynomial time algorithm exists (unless $\mathrm{P}=\mathrm{NP}$ ).
- Computing the optimal alignment with large $m$ and $n$ is hopeless. But at least this works for small $m$ and $n$.


## Better Scoring Function

- SP score (either maximization or minimization) is one of the simplest scoring function in use.
- There are better proposals to the scoring function.
- Let's examine a more sophisticated score called relative entropy. We want to maximize.


## Score 2: Relative Entropy

- There are n letters $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$ in a column. For letter a in alphabet, let $n_{a}$ be the number of $a$ in the $n$ letters.
- Our two different models assume two different distributions of letters in that column.
- Model 1: a occurs with probability $\mathrm{p}_{\mathrm{a}}=\mathrm{n}_{\mathrm{a}} / \mathrm{n}$.
- Model 2: a occurs with "background" probability $q_{a}$, which is learned from a database.
random
- We want to compute the likelihood ratio.


## Relative Entropy

- Log likelihood ratio:

$$
\begin{array}{r}
\operatorname{Pr}\left(x_{1}, \ldots, x_{n} \mid \text { model } 1\right)=\prod_{1 \leq i \leq n} p_{x_{i}} \\
\operatorname{Pr}\left(x_{1}, \ldots, x_{n} \mid \text { model } 2\right)=\prod_{1 \leq i \leq n} q_{x_{i}} \\
\log \prod_{1 \leq i \leq n} \frac{p_{x_{i}}}{q_{x_{i}}}=\sum_{1 \leq i \leq n} \log \frac{p_{x_{i}}}{q_{x_{i}}}=\sum_{a \in \sum} n_{a} \log \frac{p_{a}}{q_{a}}
\end{array}
$$

- This is called the relative entropy at a column.
- Let $\mathrm{E}_{\mathrm{j}}$ be the relative entropy of column j .
- The alignment score is equal to $\sum_{1 \leq j \leq m} E_{j}$
- We want to maximize.


## Relative Entropy

- A few assumptions of relative entropy score:
- Sequences are independent to each other.
- Columns are independent to each other.
- These seem to be too strong but at least when these assumptions are true the score has a theory foundation. Other scores are more empirical.
- Note: If all $\mathrm{q}_{\mathrm{a}}$ are equal to each other, then this is equivalent to the "minimum entropy" introduced in the reference book (Durbin page 138).


## Approximation Algorithm

- In the heuristic algorithm, it would be good if we can get some guarantee on the quality of the suboptimal result.
- Suppose we want to maximize a score, and the optimal value is OPT, how about computing a solution with score at least OPT/c for a small constant c>1?
- If $c=1.001$ this is not so bad.
- If this can be done, this is called a ratio-c approximation algorithm for the problem.
- For minimization problem, ratio c means the algorithm gives score at most c*OPT.


## The Minimization Version of Multiple Alignment

- The known approximation algorithm for multiple alignment only works for the minimization version of the problem.
- Let $\mathrm{M}[\mathrm{a}, \mathrm{b}]$ be a distance metric between two letters (possibly -) a and $b$ satisfying triangular inequality.
- $M[a, a]=0$
- $M[a, b]>=0$
- $M[a, c]<=M[a, b]+M[b, c]$

- The distance between two sequences $d^{\prime}\left(S_{i}, S_{j}\right)$ is the total of their column scores using M as the score scheme.
- The SP score is $\sum_{i, j} d^{\prime}\left(S_{i}, S_{j}\right)$.
- We want to minimize.
- Note that this is almost the same as before, except that now we want to minimize the difference.


## Triangular Inequality

- For sequences $S, T, R$ taken from the same multiple alignment
- $d^{\prime}(S, R)<=d^{\prime}(S, T)+d^{\prime}(T, R)$
- Note that S, T, R may have the '-' symbols in the sequence.
- Notations:
- When context is clear (the multiple alignment is given), we also use $d^{\prime}(s, t)$ to denote the distance between the original sequences $s$ and $t$ (without '-'). It is equal to d'(S,T).
- When there are more than one multiple alignments $A_{1}, A_{2}, \ldots, A_{n}$, we use $d_{i}{ }^{\prime}(s, t)$ to indicate the distance induced by $A_{i}$.
- We use $\mathrm{d}(\mathrm{s}, \mathrm{t})$ to denote the optimal pairwise alignment between s and t . Note that $\mathrm{d}(\mathrm{s}, \mathrm{t})<=\mathrm{d}^{\prime}(\mathrm{s}, \mathrm{t})$



## Approximation Algorithm

- Consider the following algorithm:
- Input: s1, s2, ..., sn
- 1. Select an $\mathrm{s}_{\mathrm{i}}$. Build optimal pairwise alignment between $\mathrm{s}_{\mathrm{i}}$ and $\mathrm{s}_{\mathrm{j}}$ for each $\mathrm{j}=1,2, \ldots, \mathrm{n}$.

- 2. Now use these pairwise alignment to build a multiple alignment $\mathrm{A}_{\mathrm{i}}$.
- 3. Repeat 1 and 2 for every $i$, and output the $A_{i}$ with the minimum SP score.

We want to prove that this algorithm has ratio 2 .

Approximation Ratio

- Fact 1: $d_{i}^{\prime}\left(s_{i}, s_{j}\right)=d\left(s_{i}, s_{j}\right)$ for every j .


$$
d_{i}^{\prime}\left(s_{k}, s_{e}\right) \geqslant d\left(s_{k}, s_{e}\right)
$$

Ai


$$
\begin{aligned}
\sum_{i=1}^{n} S P\left(A_{i}\right) & =\sum_{i} \sum_{k, l} d_{i}^{\prime}\left(S_{k}, S_{l}\right) \quad \begin{array}{l}
A^{*} \text { is oppinal } \\
d^{*} \text { is induced by } A^{*}
\end{array} \\
& \leq \sum_{i} \sum_{k l}\left(d_{i}^{\prime}\left(S_{i}, S_{k}\right)+d_{i}^{\prime}\left(S_{i}, S_{l}\right)\right) \\
& =\sum_{i} \sum_{k, l} d_{i}^{\prime}\left(S_{i}, S_{k}\right)+\sum_{k, l} d_{i}^{\prime}\left(S_{i}, S_{l}\right) \\
& =\sum_{i} n \cdot \sum_{k} d_{i}^{\prime}\left(S_{i}, S_{k}\right)+n \cdot \sum_{l} d_{i}^{\prime}\left(S_{i}, S_{l}\right) . \\
& =\sum_{i} 2 n \cdot \sum_{k} d_{i}^{\prime}\left(S_{i}, S_{k}\right) \\
& =\sum_{i} 2 n \cdot \bar{\sum}_{k} d\left(S_{i}, S_{k}\right) . \\
& \leq \sum_{i} 2 n \cdot \sum_{k} d^{*}\left(S_{i}, S_{k}\right) . \\
& =2 n \cdot\left(\sum_{i} \sum_{k} d^{*}\left(S_{i}, S_{k}\right)\right) \\
& =2 n \cdot \operatorname{SP}\left(A^{*}\right)=2 n \cdot O P T .
\end{aligned}
$$

## Approximation Ratio

- Let A* be the optimal multiplke alignment and d* be pairwise alignment score induced by optimal multiple alignment

$$
\begin{aligned}
& \sum_{1 \leq i \leq n} \operatorname{score}\left(A_{i}\right)=\sum_{1 \leq i \leq n \mid \leq k \leq n} \sum_{1 \leq \leq \leq n} d_{i}^{\prime}\left(s_{k}, s_{l}\right) \leq \sum_{1 \leq i \leq n \mid \leq k \leq n} \sum_{1 \leq \leq \leq n} \sum_{i}\left(d_{i}^{\prime}\left(s_{i}, s_{k}\right)+d_{i}^{\prime}\left(s_{i}, s_{l}\right)\right) \\
& \leq 2 n \sum_{1 \leq i \leq n n \leq k \leq n} d_{i}^{\prime}\left(s_{i}, s_{k}\right) \\
& =2 n \sum_{1 \leq i \leq n \leq \leq k \leq n} d\left(s_{i}, s_{k}\right) \\
& \leq 2 n \sum_{1 \leq i \leq n \leq \leq k \leq n} d^{*}\left(s_{i}, s_{k}\right) \\
& =2 n \Varangle \nmid O P T
\end{aligned}
$$



- Recall that
- $d_{i}^{\prime}$ : pairwise alignment score induced by $\mathrm{A}_{\mathrm{i}}$
- d: optimal pairwise alignment score
- So, at least one of the $A_{i}$ has score no more than 2OPT.


## Approximation Algorithm

- Theorem: The above algorithm is a ratio-2 approximation to multiple alignment under SP score.
- Note: For general score scheme (general score matrix) this ratio-2 may not hold.
- For example, when the score scheme does not satisfy triangular inequality. Or when the score scheme has both positive and negative scores.


## Applications

- Motif finding: conserved regions of a protein family may be important motifs.
- Structure prediction: after multiple alignment of a protein family, their structures can be predicted together.
- Phylogeny: the pairwise alignment induced by the multiple alignment can be more accurate than the optimal pairwise alignment in reality. Build multiple alignment first then do phylogeny by examining the evolution on each column.



## What we have learned?

- 1. Multiple sequence alignments "shout out".
- 2. extend the DP algorithm to multiple alignment
- 3. first NP-hard problem in this course
- 4. two ways to handle NP-hard problems: heuristics \& approximation
- 5. apply our likelihood ratio score to multiple alignment

