CS 763 F20 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Linear Programming

7

“program” as in “exercise program” or “spending program”, not “C program

optimization problem with linear inequalities
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picture in 2D
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CS 763 F20 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Straightforward algorithm:

try all vertices, see which gives max

previeus
From Yastday: this is the dual problem to Convex Hull and can be solved by same
algorithms

Olntogn) m 2D, 3D
O(V\Latﬂr/zj> 1501(\ A = H

But we don’t really want all the vertices, so we can do better.
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CS 763 F20 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

History
early 40’s, 50’s
George Dantzig

- simplex method in the '40’s

Simplex MethOd W https://en.wikipedia.org/wiki/George_Dantzig
- geometrically — walk from one vertex of the feasible region to an adjacent one
- Simplex pivot rule

- which inequality to remove
- which one to add

a great intro to linear programming:

J Matousek, B Gartner - 2007

| "\ https://ocul-wtl.primo.exlibrisgroup.com/permalink/01OCUL_WTL/50b3ju/alma9953153109505162
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History
OPEN: is there a pivot rule that gives a polynomial time algorithm?

But the simplex algorithm is very good in practice.

Related question:

Given initial vertex s and final vertex t (on a convex polyhedron),
how many edges on the shortest path from sto t ?

diameter of the polyhedron = worst case over all sand t

W https://en.wikipedia.org/wiki/Hirsch_conjecture

Hirsch conjecture.
The diameter of a convex polyhedronis < n-d
where n = number of inequalities, d = dimension
disproved in 2012, d = 43.

But there could still be a polynomial (or even linear) bound.

CS763-Lecture?

6 of 19


https://en.wikipedia.org/wiki/Hirsch_conjecture

CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

back. wm '71 P N7 OWE{X@LQ
—Qmem, N awwv\w\%—w
-—‘PV‘;N\QQ 43 —in¥ 2002
— grogh oot Rz sl

open
front page NYT 1984

History
Polynomial time algorithms for Linear Programming:

'80 — Khachiyan, ellipsoid method

'84 — Karmarkar, interior point method > Breakthrough in Problem Solving

By JAMES GLEICK

these operate on the bit representations of the numbers

OPEN: an LP algorithm that uses number of arithmetic

operations polynomial in nand d, “strongly polynomial
time”

“smoothed analysis” explains the good behaviour of the
simplex method

W https://en.wikipedia.org/wiki/Smoothed_analysis

The simplex algorithm is NP-mighty 'd https:/doi.org/10.1145/3280847

Y Disser, M Skutella - ACM Transactions on Algorithms (TALG), 2018 - dl.acm.org

We show that the Simplex Method, the Network Simplex Method—both with Dantzig's
original pivot rule—and the Successive Shortest Path Algorithm are NP-mighty. That is, each
of these algorithms can be used to solve, with polynomial overhead, any problem in NP
implicitly during the algorithm's execution. This result casts a more favorable light on these
algorithms' exponential worst-case running times. Furthermore, as a consequence of our
approach, we obtain several novel hardness results. For example, for a given input to the ...

CS763-Lecture?

. A 28year-old mathematician at | ments of great PWN and this may

s, | A.T.&T. Bell Laboratories has made a

well be one of them.

startling ugh in in linear pro-
the solving of of that | 87 g can have billions or more | ¢
ulten grow wo vast and fur the » even high-speed

most powerful computers.
The discovery, which is to be for-

. | mally plbllshed next month, is already

computers cannot check every one. So | |

computers must use a special proce-
dure, lnalgoﬁlhm to examine as few

y the mathe-
matical wrld It has also set off a del-

»r |uge of inquiries from brokerage

houses, oil companies and airlines, in-
dustries with millions of dollars at
stake in problems known as linear pro-
gramming.

before finding the
bestone—typlcally the one that mini.
mizes cost or maximizes efficiency.
A procedure devised in 1947, the sim.
plex method, is now used for such prob.

Continued on Page Al9, Column 1

p are fiend com-
often with
of vaﬂmlu They arise in a variety of
commercial and government applica-
tions, ranging from allocating time on
a communications satellite 10 routing

T millkms of telephone calls over long
is

Linear

particularly useful whenever alimited,
expensive resource must be spread
most efficiently among competing
users. And investment companies use
the approach in creating portfolios with
the bes: mix of stocks and bonds.

Faster Solutions Seen

The Bell Labs mathematician, Dr.

a , has a
radically new procedure that may
speed the routine handling of such
problems by businesses and Govern-
ment agencies and also make it possi-
ble to tackle problems that are now far
out of reach.

“This is a path-breaking result,”
said Dr. Ronald L. Graham, director of
mathematical sciences for Bell Labs in
Murray Hill, N.J. “Science has its mo-

TATOTYILT

Homeless Spen

By SARA RIMER

For the last 10 weeks, homeless fami.
lies, mostly mothers and young chil
dren, have been spending weekend
nights on plastic chairs, on countertops
or on the floor in New York City’s
emergency welfare office because the
city's welfare agency has run out of
beds.

Other families have been waiting al-
most through the night while city wel.
fare workers try to find temporary
space for them in any of the 51 hotels
scattered throughout Manhattan, the
Bronx, Brooklyn and Queens that ac.
cept homeless 1amilies.

In some cases, the families leave the
Manhattan office at 4 or even 5 A.M. for
an hour's trip on the subway to hotels in
the other boroughs that will require
tham to check out as early as 11 A.M
that same moming.

Struggling to Meet Need
City officials acknowledged the nrob.

- S emmarme
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Linear Programming in Small Dimensions

Applications

| §qmm+i«g red avd blie pomﬁ L\/ ¢ Dine

IEEET Y= az+b mriables a, b
/ 7yt Rptb Y (Fx,pﬂ Lo
o PyZ APtb ¥ 1 red|
Solve for a,b (just feasibilihy, ng max )
o and cam chetk ved below, biwe abore - verhcall fine -
Cam alS0 @Sk for $hict SOpar gflem
Py < QPth = P L apetbt o
S avariable, =z
MAX M [2E o
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Linear programming in small (fixed) dimension d

Application: Casting (from [CGAA]). Make a 3D object in a mold

G s
X X XX WS

A

picture in 2D

v

Alper Ungor

Pour liquid into a mold, harden, and then remove by straight line motion in some
direction. Find a direction that works.

For a given top face, this can be expressed as linear programming. — L:/X '
Try all top faces.

CS763-Lecture?

9 of 19


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


CS 763 F20 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Linear programming in small (fixed) dimension
Megiddo 1984, algorithm with runtime O(n)
but the dependence on dis bad O(2% n)
Seidel 1991, randomized algorithm with expected runtime O(n)

dependenceond O(d!n)

comparing 22" v dl

fike bys A g dfagd

CS763-Lecture? 10 of 19
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CS 763 F20 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Randomized Incremental Algorithm in 2D, Seidel

Idea: add the halfplanes one by one in random order, updating the optimum
solution vertex v each time

To add h;. Two cases:

St R i
J
\ A, v M
£

o &R —we wust Al U
Qaim- vew opt will
Po on ﬁm’iof 20
Solve L-dimens;omal

Cinean programy (LF)
on Line X

r
v
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

We reduced to 1D Linear Programming.
What is 1D Linear Programming?

Wy 24
Sab et o
2 |5 D
e e
2 £ 5

Qe[u@f@«/\ S Q&ﬁj @(vﬂ m:#é@w/\%ﬁa‘ivx%

— max o lpwen beunds
— Wiin @‘F MV?@H be C(/\/\dﬁ '
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Some issues:
What is the initial vertex (when there are no halfplanes)?

What if the LP is “unbounded”, (e.g. max x, x=0)

99(‘{} Ad&( A (owﬁe/ box — Lez\/elfq’cv\\“% 0(“ V@THCES‘

| : o <— opt. vehles of bex
E' \(‘F {mﬁ U e bex
A R @wiﬁ%vm,Q NS
/L \ M\(ﬂ@mdﬁjf—'

The method also needs the optimum to be unique — handle this by asking for

optimum, then (to break ties) the lexicographically largest
(i.e. max x,, then max x,, . .)

CS763-Lecture? 13 of 19
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Algorithm LP, (H, ¢) H ={h,, ..., h_ } asetof halfplanes, ¢ = objective

1. add large box; initialize v to optimum vertex of box (wrt ¢)

2. take random order h,, ..., h_
3. fori=1..n # add h;
4. suppose h;is ai1%1 +axa <b

5. ifveh (i.e. aivy +azvs >b )then

6. # solve the problem restricted to the line ai1z1 +asz2 = b

7. {h%,..., 4}, ¢’ :=use the equation to eliminate one variable from
{hy,...,h_4},cC

8. v=LP,({hy,...,h,},C)

Worst case run time: O (V\"L> “fivxeﬁ 7/ g {aﬁq@ @ (mj

Exercise: Show that the worst case can happen.
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Expected runtime

use backwards analysis

S\AWQSQ a:&LO(-fvg AL Causes w@ﬂ@f— NG v\?o\ﬂ—g o U!

f

7 v m@g & T ab Tadencectton
o 0 Kin J@!Qﬂ;@w@
7 (etsg,uwﬁz wmejgn?i wfata’f}“@>s
ene of B or R s R-
Ne v ProcesSed rom |- - L
K f ks éﬁm\ﬁ E(lea(ﬁ o 01 of “HRap
We Aid \A’Volaffe m\ﬁ £ R s K oor R
Prob 3 £ =R oc K=R"§ = =
Esperded —fotad w@nfzk of ipdates -
e ZF00 = 0W)
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

In higher dimensions

2 d
5 becomes — Dbecause it takes d hyperplanes to specify a vertex
‘or Q/XPQ(’:EA runtfioe_

% d
run time recurrence: Iy(n) = Tg(n — 1) + ;O(Td—l(n))

solution s:  Tu(n) = O(din)  Cpcove by inductien )
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Smallest enclosing disc
Not a linear programming problem, but amenable to the same approach
Given points  pq,...,p, € R?

find the smallest enclosing sphere. smallest enclosing

disc in 2D

This is a facility location problem — the center of the disc minimizes the maximum
distance to all points.

Natural formulation gives quadratic programming.
Megiddo’s approach gives O(n) but bad constant.
Randomized incremental approach, Welzl, 1991.

note that the smallest disc will go through 3 points
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Smallest enclosing disc. Randomized incremental algorithm.

Suppose we have the solution for n — 1 points. @i\utf\'m\ O_(’ C ft/\cj@
. ’ z 2
new pointp QC_ C"'> T (\3_’ C37
!/ L 2
@ —
FACT: updated disc goes through p
New problem: min disc enclosing Pand ™

going through p

W(P, R) — find smallest disc enclosing points P with points R on the boundary.
IR | <3. Initially Pis the whole set of points and R =@

f [R| =3 +Rem ci N4

+ FP=g 245 /v‘&/\/\é»ew\(ﬁ Z/E\Qoge,m'?@h/ct‘
De= W (P-7e3, R

if €D rehn D '
@[QQ rehirn W (P\ {17%5 ? U %?g>

Expected run time O(n) (no details)
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CS 763 F22 Lecture 7: Linear Programming A. Lubiw, U. Waterloo

Summary
- brief intro to linear programming
- linear programming in fixed dimension — randomized algorithm with
expected run time O(n)
References
- [CGAA] Chapter 4

- [Zurich] Appendix E, F, G

. ) . . ] .
- Seidel’s paper Sg\gll—dlmensm&ngl linear programmlnq ancé convex hulls made easy,
R Seidel - Discrete omputational Geometry, 1991 - Springer d htips-//doi.org/10.1007/BF02574699

- general Linear Programming

J Matousek, B Gartner - 2007

N A https://ocul-wil.primo.exlibrisgroup.com/permalink/010CUL_WTL/50b3ju/alma9953153109505162
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