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#### Abstract

Despite the advancement of handwriting recognition, the mathematical expression-level recognition rates are still well below the threshold that is acceptable by a mathematics oriented system. Two-dimensionality nature of math formulas and the large set of math characters with different variations in style and size form the main challenges that the mathematical handwriting recognition problem faces. To address these difficulties, the way handwritten data is represented and the methods to compute certain features from the chosen representation are the two critical questions to answer.

To this aim, we treat handwritten characters as approximated parametrized coordinate curves in Legendre-Sobolev bases. This representation empowers us to study the geometrical features of handwritten characters as a whole. These geometrical features are equivalent to baselines, bounding boxes, loops, and cusps appearing in handwritten characters. In this paper, we propose methods for computing the derivative, roots, and ged of polynomials in Legendre-Sobolev bases to find such features without needing to convert the approximations to the monomial basis.
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## I. Introduction

Recognition of mathematical handwritten expressions on pen-based devices has a history since 1969 (see [5]) and plays an important role in the development of software in areas such as physics [22], [23], geometric theorem proving [21], and algebraic Intelligent Tutoring Systems (ITS) [3].

In 2012, the authors of [3] estimated that $91-97 \%$ recognition accuracy is required for acceptance in a mathematics oriented ITS system. However, based on results from the fourth international Competition on Recognition of Online Handwritten Mathematical Expressions (CROHME) [25], expressionlevel recognition rates are still well below this threshold. In fact, there are several reasons that turn mathematical handwriting recognition into a more challenging problem compared to natural language recognition. In math formulas, appearance of subscripts and superscripts is common, thus, one needs to deal with a 2-dimensional handwriting recognition problem. Furthermore, the set of math characters have more varieties than any natural language. Math characters also appear in different sizes and places which in turn can change the meaning of a math expression. Since there is not any mathematical dictionary to consult about what an expression means, thus it
is necessary to establish smart ideas to increase mathematical handwriting recognition rates.

One approach, for increasing mathematical handwriting recognition rates, is via locating some of the significant features of handwritten characters by identifying some special points. To refer to these points of any kind, we use the term "determining points". In 2010, Infante Velázquez [30] developed an annotation tool to record determining points manually for handwritten characters represented in InkML [31]. However, their method is subject to device resolution and variations in style. Similar problems exist in [8]. In addition, Zanibbiet al. [33] proposed a technique to automatically improve the legibility of handwriting; once a formula is written, the individual hand-drawn symbols can be translated and scaled to closely approximate their relative positions and sizes in a corresponding typeset version. This technique detects baseline locations by comparing symbols bounding boxes, which leads to trouble with vertical placement and scale. For example, this method fails to distinguish between " $x 2$ " and " $x^{2}$ ". In 2012, Hu and Watt [17] presented an algorithm to find turning points that determine the shape of characters, but that approach lacked the ability to capture the geometric meaning of each determining point and therefore does not provide sufficient information such as the location of baseline. Harouniet al. [15] later proposed a method to find determining points in handwritten Arabic characters. The method splits the input character into several pieces, and then calculates the extremum points of each piece and records them as determining points. However, this method is not optimal as it may generate undesired points that lack meaning. More precisely, the extremum points of the individual strokes of a handwritten character might not be the extremum points of that character. In [29], the authors introduced a pen-based user interface for simplifying the task of handwriting of mathematical expressions. Visible bounding boxes around sub-expressions are automatically generated as the system detects relevant spatial relationships between symbols including superscripts, subscripts, and fractions.

Among different methods, we are interested in online handwriting recognition. In [32], the authors use segment-and-decode classifiers for online handwriting recognition. The work [28] focuses on solving online handwriting recognition by making use of Hidden Markov Models (HMMs) [16]
or hybrid approaches combining HMMs and Feed-forward Neural Networks [4]. The first HMM-free models were based on Time Delay Neural Networks (TDNNs) [10], [20], [27], and more recent work focuses on Recurrent Neural Network (RNN) variants such as Long-Short-Term-Memory networks (LSTMs) [11], [14]. In [6], the authors describe an online handwriting system that uses a deep neural network architecture. The system combines methods from sequence recognition with an input encoding using Bézier curves.

In online recognition methods, how to encode handwritten data is a crucial question to researchers. What a computer sees as a handwritten character is a collection of points $(x, y, t)$, with position $(x, y)$ and timestamp $t$. One common character recognition approach is to resample the data and then match the output against $N$ models by sequence alignment. Another approach is to identify some of the features like the number of loops, cusps, and so on, and use these features in a classifier. Then recognition is done by ranking choices by consulting a dictionary. But the difficulty with these methods is that there are so many similar math characters and that makes the comparison against a symbol model slow. An approach to overcome these obstacles is to treat traces as curves.

In [7], the authors propose truncated Chebyshev polynomial series representation of parametric plane curves for representing handwritten characters. The authors have shown that degree 10 approximations for handwritten characters yield high recognition rates. In [12], the authors propose an online handwriting recognition method based on [7] for representing coordinate curves of each character in the Legendre basis. Authors of [13] have reported experimental results that demonstrate that representing coordinate curves in the LegendreSobolev basis has higher detection rates compared to when these curves are represented in the Legendre basis. In [2], we have proposed an online method for computing LegendreSobolev representation of handwritten characters.

Representing parametrized coordinate curves in orthogonal basis helps in analyzing the geometry of each character. This analysis is crucial in mathematical handwriting recognition when the characters in math formulas have varying semantically meaningful baselines (see [18], [19]).

In [18], Hu and Watt proposed an algorithm to compute determining points by relying on computation of the local minimum and maximum of the parametrized Legendre-Sobolev approximations of handwritten characters. The authors suggest computing the points on the curve corresponding to values of parameter $s$ such that $Y^{\prime}(s)=0$ with $Y(s)$ being the $y$-coordinate curve. Computation of such points is done by relying on the Newton method. This implies that conversion from a Legendre-Sobolev basis to the monomial basis is required which is known to be ill-conditioned. Thus, in this paper, we are interested in computing geometric operations such as derivative, root finding, and gcd in Legendre-Sobolev bases without transforming into the monomial basis. Our methods rely on linear algebra arithmetic operations such as matrix multiplications and solving Diophantine equations.

This paper is organized as follows. After presenting prelim-
inaries in Section II, we explain how to compute derivative, roots, and gcd of polynomials in a Legendre-Sobolev basis in Section III. Then Section IV investigates backward error of computing the roots in Legendre-Sobolev basis and sensitivity analysis of computing the critical points for handwritten characters. Section V concludes the article by discussing the possible approaches to use the methods presented in this paper for building new handwriting recognition models.

## II. Preliminaries

Digital ink is generated by sampling points from handwritten curves and is essentially a series of points $(x, y)$. We use these points to compute "moment integrals" and from them we approximate the coefficients of the coordinate curves $X(\lambda)$ and $Y(\lambda)$ on an orthogonal basis, where $\lambda$ can be either time or length of handwritten curves, see [2]. The work [7], [12], [2] have shown that the coordinate curves $X(\lambda)$ and $Y(\lambda)$ for handwritten characters can be modeled by truncated Chebyshev, Legendre, and Legendre-Sobolev series, respectively. The coefficients of such series can be used for classification and therefore recognition of each character.

Suppose that an inner product between two functions $f, g$ : $[-1,1] \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\langle f(\lambda), g(\lambda)\rangle=\int_{-1}^{1} f(\lambda) g(\lambda) d \lambda+\mu \int_{-1}^{1} f^{\prime}(\lambda) g^{\prime}(\lambda) d \lambda \tag{1}
\end{equation*}
$$

where $\mu \in \mathbb{R}_{\geq 0}$. Equation (1) is a special case of LegendreSobolev inner product, where we have restricted ourselves to the first order derivatives. We denote the Legendre-Sobolev polynomials corresponding to the inner product given by Equation (1) (which are also called Althammer polynomials, see [1]) of degree $n$ by $S_{n}^{\mu}(\lambda)$. When $\mu$ is zero in Equation (1), then we denote the corresponding orthogonal polynomial $S_{n}^{0}(\lambda)$ of degree $n$ by $P_{n}(\lambda)$, as well. In fact, the polynomial $P_{n}(\lambda)$ is the Legendre polynomial of degree $n$.

In this paper, we represent handwritten characters as truncated parametrized coordinate curves of degree $n$ as

$$
f(\lambda) \approx \sum_{i=0}^{n} \alpha_{i} S_{i}^{\mu}(\lambda)
$$

where $\lambda$ is arc length and $f(\lambda)$ is either of coordinate curves $X(\lambda)$ or $Y(\lambda)$. We compute the coefficients $\alpha_{i}$ by a matrix multiplication from moment integrals, where moments are computed numerically (see [2]). When $f(\lambda)$ is known in any basis, the coefficients $\alpha_{i}$ can also be computed by the equation

$$
\alpha_{i}=\frac{\left\langle f(\lambda), S_{i}^{\mu}(\lambda)\right\rangle}{\left\langle S_{i}^{\mu}(\lambda), S_{i}^{\mu}(\lambda)\right\rangle}, i=0, \ldots, n
$$

where $\langle.,$.$\rangle is the inner product given by Equation (1).$

## III. Methods

The goal of this section is to provide methods for computing derivative, roots and gcd of the polynomials in a given Legendre-Sobolev basis without needing to change the basis. These results are mainly based on the following theorem.


Fig. 1. Norm-2 condition number of matrix $D$ w.r.t its size $n$ and $\mu$ (3d plot).

Theorem 1 ([2]). For $n \geq 1$ and $\mu \geq 0$, we have

$$
S_{i-1}^{\mu}(\lambda)=\sum_{j=1}^{i} N_{i j} P_{j-1}(\lambda)
$$

where for $i, j=1, \ldots, n+1$, matrix $N$ can be formulated as

$$
N_{i j}=\left\{\begin{array}{lr}
a_{j-1}(\mu) & \text { for } i=j  \tag{2}\\
c_{j-1}(\mu) & \text { for } j=i-2 \ell, \ell=1, \ldots,\left\lfloor\frac{i-1}{2}\right\rfloor \\
0 & \text { otherwise }
\end{array}\right.
$$

where

$$
\begin{aligned}
& a_{0}(\mu)=1, a_{v}(\mu)=\sum_{k=0}^{\left\lfloor\frac{v-1}{2}\right\rfloor}\left(\frac{\mu}{4}\right)^{k} \frac{(v+2 k-1)!}{(2 k)!(v-2 k-1)!}, \text { for } v \geq 1 \\
& c_{j}(\mu)=a_{j}(\mu)-a_{j+2}(\mu), \text { for } j \geq 0
\end{aligned}
$$

Moreover,

$$
N_{i j}^{-1}=\left\{\begin{array}{lr}
\frac{1}{a_{j-1}(\mu)} & \text { for } i=j \\
b_{j-1}(\mu) & \text { for } j=i-2 \ell, \ell=1, \ldots,\left\lfloor\frac{i-1}{2}\right\rfloor \\
0 & \text { otherwise }
\end{array}\right.
$$

where $b_{j}(\mu)=\frac{1}{a_{j}(\mu)}-\frac{1}{a_{j+2}(\mu)}$, for $j \geq 0$.

## A. Derivative of Legendre-Sobolev polynomials

The main result of this section is Theorem 2 which gives a formula for computing the derivative of a Legendre-Sobolev polynomial by a matrix multiplication. To prove this theorem, we have first computed the derivative of the Legendre-Sobolev polynomials in the Legendre basis. As a direct consequence of Theorem 1, we have the following corollary.

Corollary 1. For $n \geq 1$, and $\mu \geq 0$, we have

$$
\begin{equation*}
P_{n}(\lambda)=\frac{S_{n}^{\mu}(\lambda)}{a_{n}(\mu)}+\sum_{\ell=1}^{\left\lfloor\frac{n}{2}\right\rfloor} b_{n-2 \ell}(\mu) S_{n-2 \ell}^{\mu}(\lambda) \tag{3}
\end{equation*}
$$

The following lemma represents the derivative of a Legendre-Sobolev polynomial of degree $n$ as a linear combination of the Legendre polynomials.


Fig. 2. Norm-2 condition number of matrix $D$ w.r.t its size $n$ and $\mu$ ( 2 d plot), where the condition number axis is based-10-log-scaled.

Lemma 1 ([26]). For $n \geq 1$ and $\mu \geq 0$, we have

$$
\begin{equation*}
\frac{d S_{n}^{\mu}(\lambda)}{d \lambda}=\sum_{\ell=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor}(2 n-4 \ell-1) a_{n-2 \ell}(\mu) P_{n-2 \ell-1}(\lambda) \tag{4}
\end{equation*}
$$

The result below gives a method for computing the derivative of Legendre-Sobolev polynomials in the Legendre basis.
Proposition 1. Let $f(\lambda)=\sum_{j=0}^{n} \alpha_{j} S_{j}^{\mu}(\lambda)$. Then the derivative $f^{\prime}(\lambda)=\sum_{j=0}^{n-1} \beta_{j} P_{j}(\lambda)$ may be computed as $\beta_{j}=$ $\sum_{i=0}^{n} H_{i j} \alpha_{i}$, where for $i, j=1, \ldots, n$, we have
$H_{i j}=\left\{\begin{array}{lr}(2 j-1) a_{j}(\mu) & \text { for } j=i-2 \ell, \ell=0, \ldots,\left\lfloor\frac{i-1}{2}\right\rfloor \\ 0 & \text { otherwise. }\end{array}\right.$
Proof. The result follows by letting $n=i$ and $j=i-2 \ell$ in Lemma 1.

Finally, we claim Theorem 2 which gives a relation between Legendre-Sobolev polynomials and their derivatives.

Theorem 2. Let $f(\lambda)=\sum_{j=0}^{n} \alpha_{j} S_{j}^{\mu}(\lambda)$. Then the derivative $f^{\prime}(\lambda)=\sum_{j=0}^{n-1} \beta_{j} S_{j}^{\mu}(\lambda)$ may be computed as $\beta_{j}=$ $\sum_{i=1}^{n} D_{i+1}{ }_{j} \alpha_{i}$, where for $i, j=1, \ldots, n$, we have
$D_{i j}=\left\{\begin{array}{r}\frac{(2 j-1) a_{j}(\mu)}{a_{j-1}(\mu)}+b_{j}(\mu) \sum_{k=0}^{\ell-1}(2 i-4 k-1) a_{i-2 k}(\mu) \\ \text { for } j=i-2 \ell, \quad \ell=0, \ldots,\left\lfloor\frac{i-1}{2}\right\rfloor \\ 0 \quad \text { otherwise. }\end{array}\right.$

Proof. To prove, first, note that $D=H N^{-1}$. Since both matrices, $H$ and $N^{-1}$ are lower triangular, thus for $i>j$, $D_{i j}=0$. As we know $D_{i j}=\sum_{v=1}^{n} H_{i v} N_{v j}^{-1}$, and because of the shape of the matrices $H$ and $N^{-1}$, we have $D_{i j}=$ $\sum_{v=j}^{i} H_{i v} N_{v j}^{-1}$. We can rewrite the latter equation as follows:

$$
D_{i j}=H_{i j} N_{j j}^{-1}+\sum_{v=j-1}^{i} H_{i v} N_{v j}^{-1}
$$

By applying the change of coordinate $v=i-2 k$, we obtain

$$
D_{i j}=H_{i j} N_{j j}^{-1}+\sum_{k=0}^{\left\lfloor\frac{i-j}{2}\right\rfloor-1} H_{i-2 k} N_{i-2 k j}^{-1}
$$

If $i-j$ is odd, then all entries $N_{i-2 k}-1$ are zero, for $k=$ $0, \ldots,\left\lfloor\frac{i-j}{2}\right\rfloor-1$. Suppose that $i-j$ is even, thus

$$
\begin{aligned}
D_{i j}= & H_{i j} N_{j j}^{-1}+\sum_{k=0}^{\left\lfloor\frac{i-j}{2}\right\rfloor-1} H_{i i-2 k} N_{i-2 k j}^{-1} \\
= & \frac{(2 j-1) a_{j}(\mu)}{a_{j-1}(\mu)} \\
& +b_{j-1}(\mu) \sum_{k=0}^{\ell-1}(2 i-4 k-1) a_{i-2 k}(\mu)
\end{aligned}
$$

where $\left\lfloor\frac{i-j}{2}\right\rfloor=\ell$, and this completes the proof.
Figures 1 and 2 demonstrate the relation between the condition number of matrix $D, n$ and parameter $\mu$, where $n$ is the size of matrix $D$ and $\mu$ is the parameter appearing in the Legendre-Sobolev inner product given by Equation (1).

## B. Roots of Legendre-Sobolev polynomials

In this section, we propose a method to compute roots of polynomials in Legendre-Sobolev bases by computing the eigenvalues of some matrices. For such matrices the name of "comrade" matrix is suggested, and we use the same term here. The results of this section are the generalization of [9].

To compute the comrade matrix whose characteristic polynomial is equal to a given polynomial in Legendre-Sobolev bases (up to a constant), we first compute the recurrence relation between Legendre-Sobolev polynomials. To be more precise, we need to compute coefficients $h_{i, n-1}$, for a given $n \in \mathbb{N}$, and $i=0, \ldots, n$, such that

$$
\begin{equation*}
\lambda S_{n-1}^{\mu}(\lambda)=\sum_{i=0}^{n} h_{i, n-1} S_{i}^{\mu}(\lambda) \tag{5}
\end{equation*}
$$

In fact, the coefficients $h_{i j}$, for $i, j=0, \ldots, n$, form the entries of the comrade matrix for a Legendre-Sobolev polynomial of degree $n$. To do so, we first compute $\lambda P_{n}(\lambda)$ in a LegendreSobolev basis.

Proposition 2. For $n \geq 1$, and $\mu \geq 0$, we have

$$
\begin{align*}
\lambda P_{n}(\lambda)= & \frac{n+1}{2 n+1} \frac{S_{n+1}^{\mu}(\lambda)}{a_{n+1}(\mu)}+\left(\frac{1}{a_{n-1}(\mu)}-\frac{n+1}{(2 n+1) a_{n+1}(\mu)}\right) S_{n-1}^{\mu}(\lambda)^{A_{i j}}=\{ \\
& +\sum_{k=2}^{\left\lfloor\frac{n+1}{2}\right\rfloor} b_{n-2 k+1}(\mu) S_{n-2 k+1}^{\mu}(\lambda) \tag{6}
\end{align*}
$$

Proof. Equation (7) is known for the Legendre polynomials:

$$
\begin{equation*}
\lambda P_{n}(\lambda)=\frac{n+1}{2 n+1} P_{n+1}(\lambda)+\frac{n}{2 n+1} P_{n-1}(\lambda) \tag{7}
\end{equation*}
$$

By using Equations (3) and (7), we obtain:

$$
\begin{aligned}
\lambda P_{n}(\lambda)= & \frac{n+1}{2 n+1} P_{n+1}(\lambda)+\frac{n}{2 n+1} P_{n-1}(\lambda) \\
= & \frac{n+1}{2 n+1}\left[\frac{S_{n+1}^{\mu}(\lambda)}{a_{n+1}(\mu)}\right]+\frac{n}{2 n+1}\left[\frac{S_{n-1}^{\mu}(\lambda)}{a_{n-1}(\mu)}\right] \\
& +\frac{n+1}{2 n+1} \sum_{k=1}^{\left\lfloor\frac{n+1}{2}\right\rfloor} b_{n-2 k+1}(\mu) S_{n-2 k+1}^{\mu}(\lambda) \\
& +\frac{n}{2 n+1} \sum_{k=1}^{\left\lfloor\frac{n+1}{2}\right\rfloor-1} b_{n-2 k+1}(\mu) S_{n-2 k-1}^{\mu}(\lambda) \\
= & \frac{n+1}{2 n+1} \frac{S_{n+1}^{\mu}(\lambda)}{a_{n+1}(\mu)}+\left(\frac{1}{a_{n-1}}-\frac{n+1}{(2 n+1) a_{n+1}(\mu)}\right) S_{n-1}^{\mu}(\lambda) \\
& +\sum_{k=2}^{\left\lfloor\frac{n+1}{2}\right\rfloor} b_{n-2 k+1}(\mu) S_{n-2 k+1}^{\mu}(\lambda) .
\end{aligned}
$$

This proves the correctness of Equation (6)
Thus, the conversion matrix $E$ from Legendre-Sobolev polynomials to the Legendre polynomials multiplied by $\lambda$, is formulated in the following corollary.

Corollary 2. For $n \geq 1$ and $\mu \geq 0$, we have

$$
\lambda P_{i-1}(\lambda)=\sum_{j=1}^{i+1} E_{i j} S_{j-1}^{\mu}(\lambda),
$$

where for $i=1 \ldots, n$ and $j=1, \ldots, n+1$,

$$
E_{i j}=\left\{\begin{array}{lr}
\frac{j-1}{(2 j-3) a_{j-1}(\mu)} & \text { for } i+1=j \\
\frac{1}{a_{j-1}(\mu)}-\frac{j+1}{(2 j+1) a_{j+1}(\mu)} & \text { for } i-1=j \\
b_{j-1}(\mu) & \text { for } i-2 \ell+1=j, \\
& \ell=2, \ldots,\left\lfloor\frac{i}{2}\right\rfloor \\
0 & \text { otherwise } .
\end{array}\right.
$$

The following theorem formulates the conversion matrix for representing $\lambda S_{n}^{\mu}(\lambda)$ back in a Legendre-Sobolev basis.
Proposition 3. For $n \geq 1$ and $\mu \geq 0$, we have

$$
\lambda S_{i-1}^{\mu}(\lambda)=\sum_{j=1}^{i+1} A_{i j} S_{j-1}^{\mu}(\lambda)
$$

where for $i=1, \ldots, n$ and $j=1, \ldots, n+1$, we have

$$
\left\{\begin{array}{rr}
\frac{(j-1) a_{j-2}(\mu)}{(2 j-3) a_{j-1}(\mu)} & \text { for } j=i+1 \\
\frac{(j-2) a_{j}(\mu)+(j-1) a_{j-2}(\mu)}{(2 j-3) a_{j-1}(\mu)}-\frac{(j+1) a_{j}(\mu)}{(2 j+1) a_{j+1}(\mu)} \\
\text { for } j=i-1 \\
\frac{(j-2) a_{j}(\mu)+(j-1) a_{j-2}(\mu)}{(2 j-3) a_{j-1}(\mu)}-\frac{(j+1) a_{j}(\mu)+j a_{j+2}(\mu)}{(2 j+1) a_{j+1}(\mu)} \\
\text { for } j=i-2 \ell+1, \ell=2, \ldots, e-1 \\
\frac{a_{j}}{a_{j-1}-\frac{(j+1) a_{j}(\mu)+j a_{j+2}(\mu)}{(2 j+1) a_{j+1}(\mu)}} \text { for } j=i-2 e+1 \\
0 & \text { otherwise }
\end{array}\right.
$$

and $e=\left\lfloor\frac{i}{2}\right\rfloor$.
Proof. First, note that $A_{i j}=\sum_{k=1}^{n} N_{i k} E_{k j}$.To prove this theorem, we consider different cases:

- if $i>j+1$, then $A_{i j}=\sum_{k=i+1}^{n} N_{i k} E_{k j}=0$. The first equation is valid because $N_{i k}=0$, for $k>i$ and the second equation is valid since $E_{k j}=0$, for $j>k+1$ and $i<j$.
- If $i<j+1$ and $j=i-2 \ell$, for $\ell=1, \ldots,\left\lfloor\frac{i}{2}\right\rfloor$, then

$$
A_{i-2 \ell}=\sum_{\ell^{\prime}=0}^{\left\lfloor\frac{i}{2}\right\rfloor} N_{i-2 \ell^{\prime}} E_{i-2 \ell^{\prime}}{ }_{i-2 \ell}=0
$$

In fact, the first equality is true since $N_{i k}=0$ when $k \neq i-2 \ell^{\prime}$, for $\ell^{\prime}=0, \ldots,\left\lfloor\frac{i}{2}\right\rfloor$. The second equality is true because $E_{i-2 \ell^{\prime}}{ }_{i-2 \ell}=0$, for all $\ell^{\prime}$.

- When $j=i+1$, the result easily follows.
- If $j=i-1$, then we have

$$
\left.\begin{array}{rl}
A_{i j}= & a_{i-1}(\mu)\left(\frac{1}{a_{j-1}(\mu)}-\frac{j+1}{(2 j+1) a_{j+1}(\mu)}\right.
\end{array}\right) .
$$

- When $j=i-2 \ell+1$, for $\ell=2, \ldots,\left\lfloor\frac{i}{2}\right\rfloor-1$, then:

$$
\left.\begin{array}{rl}
A_{i j}= & b_{j-1}(\mu)\left(a_{i-1}(\mu)+\sum_{k=1}^{\ell-2} c_{i-2 k-1}(\mu)\right) \\
& +c_{i-2 \ell+1}(\mu)\left(\frac{1}{a_{j-1}(\mu)}-\frac{j+1}{(2 j+1) a_{j+1}(\mu)}\right.
\end{array}\right) .
$$

- When $j=i-2 \ell+1$, for $\ell=\left\lfloor\frac{i}{2}\right\rfloor$, then:

$$
\begin{aligned}
A_{i j}= & c_{i-2 \ell+1}(\mu)\left(\frac{1}{a_{j-1}(\mu)}-\frac{j+1}{(2 j+1) a_{j+1}(\mu)}\right. \\
& +b_{j-1}(\mu)\left(a_{i-1}(\mu)+\sum_{k=1}^{\ell-2} c_{i-2 k-1}(\mu)\right) \\
= & \frac{a_{j}}{a_{j-1}}-\frac{(j+1) a_{j}}{(2 j+1) a_{j+1}}-\frac{j a_{j+2}}{(2 j+1) a_{j+1}} .
\end{aligned}
$$

This completes the proof.
Theorem 3. Let $C$ be defined such that for $i, j=1, \ldots, n$, $C_{i j}=A_{i j}$. Then the roots of Legendre-Sobolev polynomial $S_{n}^{\mu}(\lambda)$ coincide with the eigenvalues of matrix $C$.

Proof. The proof is a corollary of Theorem 4.
In fact, matrix $C$ is the comrade matrix corresponding to polynomial $S_{n}^{\mu}(\lambda)$. Note that matrix $C$ is lower Hessenberg, that is, $C_{i j}=0$ for $i>j+1>0$. Moreover, we have

$$
\begin{array}{r}
\lambda\left[S_{0}^{\mu}(\lambda), \ldots, S_{n-1}^{\mu}(\lambda)\right]^{T}=C\left[S_{0}^{\mu}(\lambda), \ldots, S_{n-1}^{\mu}(\lambda)\right]^{T}{ }_{i r}^{i} \\
\\
+A_{n n+1} S_{n}^{\mu}(\lambda) \mathbf{e}_{n} \\
\text { where } \mathbf{e}_{n}^{T}=[0, \ldots, 0,1] \text { is a column vector of }
\end{array}
$$ dimension $n$. Let $\xi$ be a root of $S_{n}^{\mu}(\lambda)$, then we have $\xi\left[S_{0}^{\mu}(\xi), \ldots, S_{n-1}^{\mu}(\xi)\right]^{T}=C\left[S_{0}^{\mu}(\xi), \ldots, S_{n-1}^{\mu}(\xi)\right]^{T} . \zeta_{k}=\prod_{\ell=1}^{k} B_{\ell \ell+1}$.

Proof. The proof follows the one of Theorem 1 in [24]. One key aspect here is that $B=S B^{\prime} S^{-1}$, where $B^{\prime}$ is the companion matrix corresponding to $f(\lambda)$ in the monomial
basis and $S$ is the matrix whose rows are the coefficients of $S_{0}^{\mu}(\lambda), \ldots, S_{n-1}^{\mu}(\lambda)$ in the monomial basis.
Example 2. Suppose that

$$
\begin{aligned}
f(\lambda)= & (\lambda-1)^{2}(\lambda+2)^{3}=\frac{82}{15} S_{0}^{\mu}(\lambda)-\frac{73}{28} S_{1}^{\mu}(\lambda) \\
& -\frac{388}{105} S_{2}^{\mu}(\lambda)+\frac{1529}{2556} S_{3}^{\mu}(\lambda)+\frac{8}{35} S_{4}^{\mu}(\lambda)+\frac{40}{4473} S_{5}^{\mu}(\lambda)
\end{aligned}
$$

and

$$
\begin{aligned}
h(\lambda)= & (\lambda-1)^{3}(\lambda+2)=-\frac{14}{5} S_{0}^{\mu}(\lambda)+\frac{17}{4} S_{1}^{\mu}(\lambda) \\
& -\frac{44}{35} S_{2}^{\mu}(\lambda)-\frac{1}{4} S_{3}^{\mu}(\lambda)+\frac{2}{35} S_{4}^{\mu}(\lambda)
\end{aligned}
$$

where $\mu=\frac{1}{5}$. To compute the monic gcd of two polynomials $f(\lambda)$ and $h(\lambda)$ in the corresponding Legendre-Sobolev basis, one can obtain the following matrices:

$$
\begin{gathered}
B=\left[\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
\frac{1}{3} & 0 & \frac{2}{3} & 0 & 0 \\
0 & \frac{5}{8} & 0 & \frac{3}{8} & 0 \\
-\frac{1}{5} & 0 & \frac{34}{35} & 0 & \frac{8}{35} \\
-\frac{287}{3} & \frac{181}{4} & \frac{194}{3} & -\frac{37}{4} & -4
\end{array}\right] \\
h(B)=\left[\begin{array}{ccccc}
-\frac{14}{5} & \frac{17}{4} & -\frac{44}{35} & -\frac{1}{4} & \frac{2}{35} \\
-4 & -1 & \frac{44}{7} & -1 & -\frac{2}{7} \\
\frac{211}{5} & -\frac{173}{8} & -\frac{1034}{35} & \frac{61}{8} & \frac{47}{35} \\
-\frac{1796}{5} & 227 & \frac{1012}{5} & -61 & -\frac{46}{5} \\
\frac{20266}{5} & -\frac{10975}{4} & -\frac{72644}{35} & \frac{2687}{4} & \frac{3302}{35}
\end{array}\right]
\end{gathered}
$$

The rank of matrix $h(B)$ is three. Thus $\operatorname{gcd}(f, h)$ has degree two. By solving the Diophantine equations in Equation (8), one can compute $\zeta_{0}=2, \zeta_{1}=-\frac{9}{4}, \zeta_{2}=0$, and $\zeta_{3}=\frac{1}{4}$. Thus $\operatorname{gcd}(f, h)=2 S_{0}^{\mu}(\lambda)-\frac{9}{4} S_{1}^{\mu}(\lambda)+\frac{1}{4} S_{3}^{\mu}(\lambda)=(\lambda+2)(\lambda-1)^{2}$.

## IV. Feature extraction for handwritten Symbols

As we explained in Section I, one of the main concerns in the problem of mathematical handwriting recognition is the two-dimensionality nature of this problem. Having handwritten characters represented as parametrized curves in an orthogonal basis, one can obtain interesting geometrical insights about each handwritten character, and therefore, determine features that make in-lined expressions distinct from subscripts and superscripts. One can name the baseline, loops, and cusps of handwritten characters as some of the examples of such interesting geometrical features.

Mathematically, computation of the baseline on a handwritten character is equivalent to finding the points on the approximated parametrized curve of a handwriten character, where the slope of the tangent line is zero. Furthermore, the points on the approximated parametrized curve, corresponding to the ones with their slope having infinity tangent line, give bounding lines for the width of a handwritten character. Thus, one can use the points on the approximated curve with
$X^{\prime}(\lambda)=0$ or $Y^{\prime}(\lambda)=0$ to find the baseline and bounding box of a handwritten character. Additionally, the number of such points and the order of them, based on their arc length, gives useful information about each handwritten character. Another interesting feature that can be captured is self-intersection points or more precisely, loops. Self-intersection points are in fact singular points corresponding to handwritten curves. Thus one might try to compute such points by finding values of $\lambda$ for which $\operatorname{gcd}\left(X^{\prime}(\lambda), Y^{\prime}(\lambda)\right)=0$. The problem with this method is that a parametrization of a curve might not capture all of the singular points. An alternative solution to compute self-intersection points is to solve the system $\left\{X\left(\lambda_{1}\right)=X\left(\lambda_{2}\right), Y\left(\lambda_{1}\right)=Y\left(\lambda_{2}\right)\right\}$, for distinct values of $\lambda_{1}$ and $\lambda_{2}$. The question here then is how to find self-intersection points in a Legendre-Sobolev basis efficiently and accurately.

We have computed some of the features that were explained earlier for a handwritten character " $m$ ". Figure 3 shows the handwritten character " $m$ " with its approximation by degree 18 parametrized coordinate curves $X(\lambda)$ and $Y(\lambda)$ in the Legendre-Sobolev basis with $\mu=\frac{1}{8}$. This approximation is computed by multiplying a (precomputed) matrix and the vector of moment integrals [2]. We have marked up some red and green points on the approximated curve which are corresponding to the points with $Y^{\prime}(\lambda)=0$ and $X^{\prime}(\lambda)=0$, respectively. To compute these points, we have first used Theorem 2 to compute the derivatives and then Theorem 4 to compute the roots of the derivatives of $X(\lambda)$ and $Y(\lambda)$. These calculations are done in the Legendre-Sobolev basis without converting to the monomial basis. These points demonstrate that letter " $m$ " has two singular points (cusps) and five local maximum or minimum.

Figure 4 shows the backward error analysis for computing the roots of $Y^{\prime}(\lambda)=0$ via computing the eigenvalues of matrix $B$, where $Y(\lambda)$ is the approximated coordinate curve of the handwritten character " $m$ " shown in Figure 3. The approximation $Y(\lambda)$ is computed in Legendre-Sobolev bases and w.r.t different values of $\mu$. This figure shows that one might double the precision that was used for calculation w.r.t $\mu=\frac{1}{8}$ to obtain the same accuracy with $\mu=\frac{1}{2}$ for computing the eigenvalues of matrix $B$. Furthermore, Figure 5 demonstrates the effect of having different precisions for calculation of critical points on the average residual at potential real roots of $Y^{\prime}(\lambda)=0$, where $Y(\lambda)$ is the $y$-coordinate curve corresponding to the handwritten character " m " given in Figure 3. Note that $Y(\lambda)$ is approximated in Legendre-Sobolev basis and w.r.t different values of $\mu$ such that $0 \leq \mu \leq 1$.

Table I shows Legendre-Sobolev approximations of different handwritten characters and their corresponding critical points. The calculation of the approximations and critical points is done with double and quadruple precision, respectively. Furthermore, $m$ is the number of real values of $\xi$ for which $Y^{\prime}(\xi)=0$.

Since matrix $B$ is lower Hessenberg, the eigenvalues of this matrix are computed by QR algorithm which is backward stable for such matrices (see [9], for a more detailed discussion).

TABLE I
LEGENDRE-SOBOLEV APPROXIMATIONS OF HANDWRITTEN CURVES WITH $d=18$ AND $\mu=\frac{1}{8}$, AND THEIR CRITICAL POINTS


Fig. 3. Approximated handwritten curve in Legendre-Sobolev basis with points whose tangent lines have slopes equal to either zero or infinity. The approximation and calculation of such points is done with double precision.


Fig. 4. The value of $Y^{\prime}(\xi+\xi \delta \xi)$ is shown on a based 10 logarithmic scale, where $\xi$ is one of the exact roots of $Y^{\prime}(\lambda)=0, \delta \xi$ is the relative error corresponding to $\xi$, and $Y(\lambda)$ is the Legendre-Sobolev approximation of degree 18 of the letter " $m$ " in Figure 3 and w.r.t different values of $\mu$. Here, all the calculations are done in quadruple precision.


Fig. 5. The value of $\frac{\sum_{i=1}^{m}\left|Y^{\prime}\left(\xi_{i}\right)\right|}{m}$ is shown on a based 10 logarithmic scale w.r.t different values of parameter $\mu$ (on the x-axis), where $m$ is the number of total real roots of $Y^{\prime}(\lambda)=0, \xi_{i}$ is one of the real roots of $Y^{\prime}(\lambda)=0$, and $Y(\lambda)$ is the Legendre-Sobolev approximation of degree 18 w.r.t parameter $\mu$ of letter " $m$ " in Figure 3. Here, the calculations are done in double, triple, and quadruple precision.

## V. Conclusion and Future Work

In this paper, we presented methods for computing the derivatives, roots, and gcd of polynomials in Legendre-Sobolev bases. The main goal is to provide sufficient tools to extract certain features from Legendre-Sobolev approximations without converting the approximations to the monomial basis.

While these features can be used to distinguish the relative positioning of different characters, it would also be interesting to see how these features work with coefficients of LegendreSobolev approximations to have higher recognition rates. Especially, with the growth of the power of neural networks, that would be interesting to see how different variations of neural networks work with the problem of mathematical handwriting recognition, where handwritten characters are represented as coefficients of parametrized curves in an orthogonal basis.
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