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NAME
userver — Micro-server
(A fairly simple web server designed for experimentation)

SYNOPSIS
userver

[-A|--accepts-only--close-after-accept [-BJ--block-for-send_events] [-C|--caching-or] [-DJ|--debug-
mask [0x]N] [-E|--send-e&ents] [-F|--reset-on-clos¢ [-G|--use-getpid [-H|-h]-?]--help] [-I|--rcv-sock-
low-wat N] [-J|--snd-sock-low-watN] [-K |--kdebug-mask[Ox]N ] [-L |--full-read N][-M |--multi-acceptf]

[-N[|--send-loog [-O|--select-timeoutN] [-P|--count-sigpipe$ [-Q|--ecb-hi-water N] [-R|--read-sockbuf-
size N] [-S|--dont-intr-select] [-T|--port N] [-U|--auto-accept [-V|--use-sendfil§ [--auto-accept-aper-
ture] [-W|--write-sockbuf-size N] [-Y |--send-io-&ents] [-Z|--content-typd [-a]--async-modé [-bl--ecb-
buf-entries N] [-c|--max-connsN] [-d|--delay N] [-€]--extra-acceptsN] [ -f|--max-fds N] [-g|--accept-on-
closq [-i|--interactive] [-j|--kernel-info] [-k|--sigio-use-procmask[-1|--listenq N] [-m[--accept-countN]

[-n]--no-accept$-listen-only]  [-o]--process-fd-order  [up|downjwrites-down|writes-up|lru [lifo [fifo]]

[-p|--procs N] [-g|--ecb-low-water N] [-r[--eager-read$ [-5]--conns-in-sewer-loop] [-t|--free-fd-thresh-

old N] [-u|--track-max-fd N] [-v|--use-pol] [-w|--eager-write] [-x|--sigio-accept} [-y|--memcpy]

[-z|--rejection-rate] [-1]--use-epol] [-2]--use-epoll? [-3|--use-epoll-cth [--cfg-filename path] [--close-
after-sock-init] [--close-after-read [--close-after-parsé [--send-polls-for-accept} [--cache-table-size
N] [--cache-max-bytesN] [--cache-max-file-sizeN] [--cache-max-load-factorN] [--cache-lock-pagek
[--cache-table-prinf [--cache-for-spet [--cache-warm=patl] [--trace-summary] [--trace-summary-

only] [--use-tcp-corl [--use-madvisé [--use-accept-send[--ip-addr N.N.N.N[:P]] [--use-aio-acceft
[--use-aio-read [--use-aio-writd] [--use-aio-closg[ --use-socket-aip[ --use-aio-waii [--aio-read-before-
accepi [--aio-read-before-write] [--aio-write-events-limit N] [--aio-read-events-limit N] [--aio-accept-
events-limit N] [--aio-accept-thold N] [--aio-complg-count N] [--pid-filename path| [--trace-filename
pathl [--read-buffer-size N] [--reply-buffer-size N] [--dyn-buffer-size N] [--num-dyn-buffers N]

[--num-dyn-buffers-per-app N] [--num-dyn-buffers-per-appsewer N] [--dyn-lock-paged [--dyn-

touch-page$ [--stats-interval N] [--ignore-fd-setsizé [--use-cpu-mask[Ox]N] [--idle-threshold N]

[--doc-root  path] [--hosthame nam@g [--app uritype[,path[,count]] [--start-app-server

path[,count][=exec_string] [--app-req-queue-sizeN] [--skip-headel [--victim filepatH [--victim-skip

N] [--cache-miss-skipN] [--call-statsN]

DESCRIPTION
userver is a micro web server that is meant to be usedperanent with the design and implementation of
web serers. Inparticular the original intention was to permit experimental comparisonsfefedit @ent
dispatch mechanisms within the same application fnaorie For this reason there are lots and lots and
lots of parameters. Theare mainly used to control the behaviour of the server.

Some of the design philosopland experimental results obtained using this server are described in
[Brecht-2001]. Oneof note is that all data structures are allocated at initialization and are not resized
(grown). Thishelps to ensure thakgeriments can be repeated because with dynamic sizing of data struc-
tures different loads could result in different server behaviour.

The userver uses aneat driven architecture. Thedea is to run onevent driven server per processonf

using sendfile on Linux the file systemffer cache will be shared across all servers. For high-performance
one would want to use sendfile since it doeswdve extra copying from the file idfer cache to so&k
buffers (i.e., its a 2ro copy implementation).

IMPORTANT: This micro web server is not meant to be a full-blown webeserlt is gecifically
designed for conducting performancgeriments. Br that reason design decisions were madaviauf of
producing repeatable experiments.
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EXAMPLES
userver This starts theserver with all of its default options.

userver --max-conns 300 --accept-count 25
This command causes theerver sener to limit the number of simultaneous connections to 300.
When an eent indicating that a e connection is requested accept is called continuously until
either 25 ne connections are accepted, or there are no more outstanding connections.

userver --max-conns 300 --accept-count O
This command causes theerver sener to limit the number of simultaneous connections to 300.
When an gent indicating that a ve connection is requested accept is called repeatedly until there
are no more outstanding connectiorfslote that --accept-count=0 means an infinite number of
connections, i.e., no limits).

userver --ip-addr 192.168.10.105 --max-conns 300 --listenq 128

userver --ip-addr 192.168.20.105 --max-conns 300 --listenq 128
This will start up tve copies of the userver each accepting connections from a different interface.

userver --ip-addr 192.168.10.105:6801 --max-conns 300 --listenq 128

userver --ip-addr 192.168.20.105:6802 --max-conns 300 --listenq 128
Same as alve except one listens on port 6801 and the other on port 6802.

userver --port 6800 --max-conns 300 --listenq 128
This command causesserver to listen for incoming connection requests on port 6800. It uses a
listen queue of length 128 and it will permit up to 300 simultaneous connec@orte there are
300 open connections it will not accepimneonnections until an existing connection is closed.

userver --port 6800 --max-conns 300 --listenq 128 --use-poll
This is the same as almexcept usingselect()calls to get gents theuserver will use poll().

userver --port 6800 --max-conns 300 --listenq 128 --use-epoll
This is the same as almexcept usingpoll() calls to get wents theuserver will use epoll().

userver -C --cache-table-size=10000 --cache-max-bytes=262144000 --cache-max-file-size=1048576
Caching is turned onCaching parameters limit the number of files that are cached to 10000, the
total number of bytes cached to 250 MB, and the size of thedifile that can be cached to 1
MB.

OPTIONS

The operation ofiserver can be controlled through a number of optiofifie tool supports both short
(one-character) and long (arbitrary-length) option names. Short options are prefixed with a single leading
dash (-), long options with a double-dash (--). Multiple short options can be grouped togethesr¢e’g., '

is equvalent to ‘-r -w” ) and long options can be abbreviated so long asrém@ain unique . Paameters to
options can be specified either by fallag the long option name with an equal sign and the parameter
value (e.g.-port=6800) or by ®parating the option name and value with whitespace {ggrt 6800).

OPTIONS (GENERAL)
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--idle-threshold=N
In a situation where the number of open connections has reached the limit (see --max-conns), the
userver will close the least recently used connection if it has not seen activity in the last N seconds.

--use-cpu-mask=[0x]N
On systems that support teehed_setaffinity@ystem call, specifies a mask of schedulable CPUs
for the userver process. If prefixed with '0x’, the argument is interpretedxasdw@mal; other
wise it is interpreted as decimalhe least significant bit corresponds to the first logical processor
number on the system.

-fN

--max-fds=N
The maximum number of open file descriptors permitlechn't recall if this is actually enforced
but it is used to size internal data structurddote that there is a relationship betweemax-
connsand--max-fds. If files are not being cached you could (in the extreme case) dne fd
used for the soek connection and one fd used for the open file. So one needsimaetfds =
more than 2 x-max-conns. Note: it should be greater because of some descriptors that are used
up by stdin, out, efiend a fev open files, etc.

-m N

--accept-count=N
Call accept repeatedly until eithermax-connsis reachedaccept() returns EWDULDBLOCK,
or N new connections hae been acceptedNote that the value dfl can mak a sibstantial difer-
ence in the performance ofemt dispatch mechanisms under heavy loads. See [Brecht-2001].

-TN

--port=N
Specify the port number that the server should listen for connections on.

-IN

--listeng=N
Specify the length of the applicatisrlisten queue.This specifies hw mary connection requests
are allaved to be queued in the application before the kernel rejects incoming connection requests.
WARNING: on all version of Linux Ve eser seen (up to and including w&al 2.6.5) the &rnel
silently corverts ary values of N that are greater than 128 to 1B8 details see sys_listen and
the value of SOMAXCONNS.

-L[1]2]

--full-read=[1 | 2]
Affects hav calling read verks. Ifthis is set to 1 the sezw will loop on reading the socket until
the read dils. Thismainly happens either because there is nothing left to read because the other
end has been closed or until it would/@dlocked (EWOULDBLOCK).

If a value of 1 is used the loop on reads will only occur on calls to read that occur as a result of an
evant indicating that the first read should be done. lale of 2 is used the loop on reads occur

as abwe hut if --eager-readsis also set the server will loop on eager reads (i.e., those that will be
done immediately following a the acceptance and setup of a connection).
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-h
2

--help Print out the usage message.

-M N

--multi-accept=N
Use themultiaccept()system call to perform acceptSlOTE: this was a system call that we added
to and experimented with in Linux. The idea here is that since we are repeatedlyaraitpiy)
to accept a bunch of connections ywiot provide a system call that allows up to a maximurN of
connections to be accepted in one system call.

-S

--dont-intr-select
Disable asynchronousvent notification when callingselect(). | believe that this was initially
meant to work for SIGIO and for SEND.

-dN

--delay=N
The idea was to introduce a delay that might simulate work being done by tbe (§kevoome
computation and/or a dynamic requestyouldn't find a good method for delaying for a specified
amount of time (note that it should be small) with a enough agcurac

-eN

--extra-accepts=N
While in the middle of processingents that hee keen obtained (e.g., from select, or some other
mechanism) periodically poll for meconnection requestdn this case ery time N descriptors
are processed we check fomneonnection requests. Note that this open wag&mased efec-
tively. | found it easier to use and tune theccept-countoption.

-9

--accept-on-close
When a connection is closed check to see if there grewastanding connection requestdote:
that this only occurs if the maximum number of connections was reachedwraldused con-
nection will reduce the number of connections belemax-conns.

-0 [up|down|writes-down|writes-upl|lru]lifo|fifo]
--process-fd-order
[up|down|writes-down|writes-up|lru]lifo|fifo]
Change the order in which file descriptors are handliduay are numbered from 0 td so the
options are:
up: fromOto N
down: fromNtoO

writes-down:
to writes from N to 0, then reads from N to O
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writes-up:
to writes from O to N, then reads from 0 to N
Iru: least recently descriptor touched first
lifo: first descriptor (connection) added to the set first
filo: first descriptor (connection) added to the set last
-p N
--procs=N
StartN copies of the seer. Note that this option hadrbeen tested in a long time and is almost
certain to cause problems.
-S

--conns-in-sewer-loop
Add an additional poll for e connections each time through the server loop.

-tN

--free-fd-threshold=N
When the maximum number of connectieareax-connsis reached the server stops checking for
incoming connections. This options controls when the esestarts checking ag. It starts
checking again afteXl connections can be accommodated before reaehirax-conns.

-u

--track-max-fd
The server currently keeps track of the maximunwviat esed and uses that as a parameter to calls
like slect. Thisoption implements code to dynamically keep track of the maximum file descrip-
tor currently used. Note that this requires a bit of extra processingsoproivably not noticeable,
especially if it can sg exra overhead on copying fdsets and processing timeéntemechanisms
(e.g., select).

-r

--eager-reads
try to eagerly read from meconnections. Caltead()to try to read the request as soon as the ne
connection is accepted. In this mode the eeoptimistically assumes that data will haikable
for reading when a connection is made onwa sacket (or \ery shortly after). If the assumption
is incorrect, the read call simply returns with the error@W.DBLOCK. Laterthe eent notifi-
cation mechanism will indicate when the socket is readable.

-wW

--eager-writes
try to eagerly perform writes to weconnections when the response vsilable. Both--eager-
read and--eager-write also try to tak advantage of ay potential locality effects by working on
the most recently used file descriptor and socket.

-y

--memcpy
Use thememcpy library call to coy interest sets before calling select. This is done rather than
doing a straight assignment. Thigsists because the size of the interest set could be large and |
don't knov how dever a compiler would be about assigning large data structuNSTE: it
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currently copies the side of an fd_set. This should be changed to oniyhebpmount of data
required for the maximum fd of interest.

-Z

--rejection-rate
Use therejection-rate is not yet implemented. The ideaswd be to specify the frequenwith
which nev connection requests should be rejected.

-V

--use-sendfile
Use thesendfile()call on systems that ta it available. Thisis only used for uncached files and
dynamic content.

--use-madvise
Usemadvise()alls to provide thedernel with hints that files are being read sequentially and when
they should no longer be cached.

-V

--use-poll
Use poll() instead ofselect()to get @ents.

-1

--use-epoll
Useepoll() instead ofselect()to get &ents.

-2

--use-epoll2
Useepoll() instead ofselect()to get @ents, lut attempt some optimizations to reduce the number
of epoll_ctl() calls. We found the number of epoll_ctl calls to becessie  this options calls
epoll_ctl when a ng connection is added and sets the interest to be READ and WRIRIS.
means that epoll_wait may returments that we arehinterested in (e.g., that a socket is writable
even though we are busy reading)thwe are exploring the tradeoffs between the gproaches
(--use-epoll and --use-epoll2).

-3

--use-epoll-ctlv
Useepoll_ctlv()to update eents. Thisrequires the addition of a wesystem call, epoll_ctlv This
call permits one to collect aibch of epoll_ctl calls and change interest in a bunch of fds at once
instead of having to do one system call (epoll_ctl) per change.

--cfg-filename path
Read additional options from a file. The format of the file is the same as the command line, i.e.
long and/or short options separated by whitespace (spaces, tabs, linefeeds). Lines with a '# char
acter in the first column are treated as comments and are ignored. Config files cafgge-
nameto nest other config files.

userver0.9.3 11July 2013 6



usener(1) userer(1)

--ip-addr N.N.N.N

--ip-addr N.N.N.N:P
Specify an IP address to listen fomneonnections onOptionally takes a port number P as well.
The special option --ip-addr 0.0.0.0 specifies that the esshould listen on greddress (this is
the default).

--pid-filename path
Sets the name of the file where the userver stores its process ID number while r8peicigy an
empty string (") to suppress pid file generation. If this option is not specifiedaaltdedlue of
"userver.pid" is used.

--read-buffer-size N
The number of bytes to allocate at initialization timeréad() operations on each connection.

--reply-buffer-size N
The number of bytes to allocate at initialization timevioite() operations on each connection (for
static requests only).

--stats-interval N
Print out some simple stats about related to server performance qtlalyespecified interd.
The interval is specified in seconddOTE: this options werrides the --select-timeout option in
order to be able to print out stats according to the selected interval.

--ignore-fd-setsize
If permitted this causes the userto ignore limits placed on the number of open connections and
the maximum alues of an open file descriptors that are required when using select (i.e., the
FD_SETSIZE). Thisption does not work if --track-max-fd is defined or if tiverg mechanism
being used is select or SEND.

-Z

--content-type
Use heuristics to guess what Conteypd header to return, based on the uri from the reqéest.
example, if the uri ended in ".gif", the userver would assume a content type of "image/gif".

--doc-root path
Set the directory of where to find the documents beingséovthe specified directoryWhen the
document root is specified all requests are assumed to beerddtie specified directory.

--hostname name
Set the name of the machine that the useis/rrunning on. By default, userver ugethostname()
to determine the hostnam&he hostname is only used to set the 8ER_NAME CGI parameter
when fulfilling FastCGI requests.

--skip-header
Assume that all files being served contain a header in the actual file so there is no need for the
sener to generate and send a headdseful for looking at the impact of things dikoork/uncork
when used with sendfile (i.e., if the header is in the fdenité sendfile system call instead of cork,
write, sendfile, uncork).
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--call-stats N
Track statistics for up to N calls/requests. This is designed to read the Client-Id: header that we
have htperf send in order to correlate what is happening with requests fréeredif clients on
different servers.

OPTIONS (FOR CONTROLLING SOCKETS)

‘F

--reset-on-close
Calls shutdown(jnstead ofclose().
WARNING do not use this for a real system!!!

-IN

--rcv-sock-low-wat=N
Sets the sockets reeeiluffer’s low water mark ta\. Not available on all systems.

-JN

--snd-sock-low-wat=N
Sets the sockets send bufédow water mark td\. Not available on all systems.

-ON

--select-timeout=N
Set the timeout option to treelect()system call.

-RN
--read-sockbuf-sizeN
-W N

--write-sockbuf-size=N
Set the size of the read or write sockeffdrs. Notethat increasing these may help significantly
for large transfers.

--use-tcp-cork
Cork the TCP queue when writing the header for the re@iyrently only implemented for the
sendfile portion of the code.

-cN

--max-conns=N
The maximum number of simultaneous connections the server will haNdte.that this is typi-
cally limited by the number of open file descriptors permitt€hce the maximum number of
open connections is reached incoming connection requests are refused until an existing connection
is close. Note that idle connections can be timed agneually (but this hasmbeen tested lately).
This is also used to size a number of internal data structures that are allocated at initialization time.

OPTIONS (FOR SERVING DYNAMIC CONTENT)
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--app uri,type[,path[,count]]

Define an application Applications are used to generate dynamic content. An application is
uniquely identified by the uri string, which is case seresitiThe type string is not case senfi
and can be one of

FastCGl:
General-purpose FastCGlI application.

The path argument specifies the address of a listemist &1 application, in the form of
either an INET domain socket address (addr:port) or a UNIX domaietsadlress (file
path). Theoptional count argument can be specified with INET domain socket addresses
to specify that count conseotiports, starting with port, are all listening$tCGI appli-
cations. Itis a shortcut to specifying them individually using multiple --app arguments.

SPECweb99:
SPECweb99 server application (onlyaidable if support is compiled in)The userer
will treat requests of the specified uri as SPECweb99 requests, and will generate
responses on the fly.

The path and count arguments are not applicable and must be omitted.

--start-app-sewver p ath[,count][=exec_string]

Tell the userer to start up the specified application sefs). (Bydefault, userver assumes that

they are already started through some other means, e.g. manually or through a script). The path
and optional count arguments are as described fordpe option, abwe. It is an eror to try to

start up ap application servers that areéntefined using the--app option. The optional
exec_string agument is a string suitable for passing xeol() to start the application sem(s).

Note that if &ec_string contains spaces or shell metacharacters, you wél thaenclose it in

guotes and/or escape those metacharacters in order for the string to be seen correctlgrbyfuserv
exec_string is omitted, then it is inferred by interpreting the uri in the corresponding application as
an actual directory path rooted at the document root (seedtheroot option).

--app-reg-queue-size N

The number of queue spaces, per application (seedapp option ab@e), to resere for dynamic
requests. Requesteed to be queued where an gplication server or some other resource
(such as dynamicuffer space, see abe) is temporarily unaailable. Shouldthe request queue
eve become full, userver will respond to arriving requests with an HTTP 503 dfnoot speci-
fied, this option tas on the same value -asax-connsso that it is dectively impossible to wer-
flow the request queue.

--app=APP,PROTO,HOSTNAME:PORT,NUM

uservef0.9.3

Registers one or more application seny with the useer. This means that dynamic requests for
APP will be forwarded to the application server(s) running on HOSTNAME and listening on
PORI. The optional NUM argument specifies the number of applicationelsemunning on
HOSTNAME. When NUM is greater than one, the application servers listen on consquuts,
starting with POR. The PROTO flag specifies the communication protocol. Currerghly the
FASTCGI protocol is supported. Here is an example:

--app=specweb99-fcgi.pl,FASTCGI,localhost:9000,24
In this ekample, dynamic requests for the specweb99-fcgi.pl are handled by 24 applicatéra serv

running on the same machine as the wesemhese application segvs are listening on ports 9000
- 9023, and communicate with the userver using the FASTCGI protocol.
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--start-app-sewer=localhost:PORT,NUM=PAT H,MASK
Causes the userver to start one or more applicatioerseon the useer’s localhost. TheNUM
parameter specifies the number of copies of the application server that will be started. If NUM is
greater than 1, then the application server copies will listen on congepotis starting with
PORTI. The FATH parameter gies an #solute path to the application serveeaitable. The
MASK parameter is optional, and specifies the CPlihiaf mask that will apply to the mdy
started application sezvs. Heras an example:

--start-app-sewer=localhost:9000, 18=/usr/spec/specweb99-fcgi.pl, 0x000d

In this example, 18 copies of the /usr/spec/specweb99-fcgi.pl script will be stanesk applica-
tion serers will listen on ports 9000 - 9017 on the uses/localhost. TheMASK of 0x000d is
the CPU affinity mask, as interpretd by the sched_setaffinity system call.

--dyn-buffer-size N
The number of bytes to allocate at initialization time foffdring replies to dynamic requests.
The default is one ngebyte (1048576 bytes). The number of suciffdrs can be specified using
--num-dyn-buffers or --num-dyn-buffers-per-app or --num-dyn-buffers-per-appsewer (see
below). If none of these options is specified, then by default the userver allocaiéfier? per
application server.

--num-dyn-buffers N
The number of bffers to allocate at initialization time fouffering replies to dynamic requests.
this option is specified, then thenum-dyn-buffers-per-app and --num-dyn-buffers-per-
appsewer options are ignored.

--num-dyn-buffers-per-app N
The number of bffers, per application (see theapp option below), to allocate at initialization
time for kuffering replies to dynamic requests. If this option is specified, thenrthe-dyn-buf-
fers-per-appsewer option is ignored. This option is ignored if th@um-dyn-buffers option is
specified.

--num-dyn-buffers-per-appsewer N
The number of bffers, per application sesv (see the-app option below), to allocate at initializa-
tion time for luffering replies to dynamic requests. The default isTBis option is ignored if
either the--num-dyn-buffers or the--num-dyn-buffers-per-app option is specified.

--dyn-lock-pages
Lock all dynamic buffer pages into memory (must run as root for this to work).

--dyn-touch-pages
Touch each dynamicuffer page at initialization time. This shouldveahe effect of faulting them
into memory Howeve, in the absense of thedyn-lock-pagesoption, these pages are still sub-
ject to being paged out.

OPTIONS (FOR USE WITH SIGIO)
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-a

--sigio-accepts
Use asynchronous notification via SIGIO to accept nennections. Asynchronousotification
may sound costly at first but consider that some form of asynchronous notification may be the only
way for an application that is in the middle of something (e.g., computation) to find out about a
connection requests.

-k

--sigio-use-procmask
To dsable and later enable asynchronous notification of incoming requests when using SIGIO one
can usdcntl() to turn of and on asynchronous notification or usgprocmask(). Be careful of
race conditions. By default the server u$estl() but this option says to ussigprocmask()
instead.

OPTIONS (FOR ASYNCHRONOUS 1/0)

This is experimental and currently the userver only makes use of asynchroncetsl&ackThis is still
under dgelopment and is being tested. See aio_layer.h for a definition of theaogelfat the userver uses
to interact with the underlying asynchronous laydote that not all of the calls in aio_layer.h are meant to
be asynchronous. Some are simply required in order to complete the Bayeraio_sock_create is syn-
chronous but it is used to create a socket that can be used asynchronously.

--use-aio-accept
--use-aio-read
--use-aio-write

--use-aio-close
Use the asynchronous version of the corresponding system calls for sock€h&§® definitions
exist but are all currently only used togethét's pretty unlikely that ay of these could be used
independently.

--use-socket-aio
Use ansynchronous /O for s&tk. Thisturns on all of the ah@ gptions.

--use-aio-wait
There are tw ways to geteents from the AlIO layer The aio_wait call returnsvailable events of
all types in a single arrait’'s then up to the userver to handle them in the ordgrdpeear or to
sort through them. This is not on by default and byaudlfthe userver uses multiple calls to
aio_sock_geteents which only getsvents events of a specified type. Using aio_sock_geiés
permits us to get alivents of a specified type and to process them. This enables us towvardsr e
to be processed byent type.

--aio-accept-thold=N
This is meant to control the maximum number of outstanding accept calls that can be initiated
(preposted). Usinghis in conjunction with --accept-count (-m) we should be able to impact the
accept ratel think that larger values of --aio-accept-thold used in conjunction with --accept-count
0 (-m 0) should be pretty aggressidbout accepting e connections. Thidasnt been tested
very extensiely. Especially in conjunction with different values of --accept-count.

userver0.9.3 11July 2013 11



usener(1) userer(1)

--aio-read-before-accept
With this option the userver calls aio_sock_read_accept wéeaerew mnnection should be
accepted. Thignitiates a read call before initiating an accept cditis informs the underlying
system of where the readfter is located so that when data isitable it can be immediately
placed into the specified buffer.

--aio-read-before-write
With this option the userver initiates a read call before it tries to write a reqAgain this is
meant to permit arriving data to be copied directly into the specified uffed Ht can only be ini-
tiated after the request has been parsed and is deemed to be complete. Otherwise a prepost might
possibly allev the read buffer to beverwritten.

--aio-accept-eents-limit=N
Limits honv mary accept completionwents to get out of the accept completion queue at one time.
The idea is that it might be possible to use this and the read and write limitsitbeloler to con-
trol how the work being processed is balancétbte that one might actually prefer to adjust these
values dynamically.

--aio-write-events-limit =N
Limits how mary write completion eents to get out of the write completion queue at one time.

--aio-read-events-limit =N
Limits how mary read completionvents to get out of the read completion queue at one time.

--aio-completion-order=string
Set the order in which completiomeats will get processedThe string must contain 'r’, 'w’, and
'a’ characters. Read completions are specified withwrite completions with 'w’, and accept
completions with 'a’. So "rwa" means process read completions, then, write completiongdollo
by accept completions. Note that it is possible to specify a string like: "rwrwa".

--aio-complg-count=[1|3]
Specifies havy marny completion queus to useCurrently only supports 1 or 3. Note that for a sin-
gle completion queues limits specified on --aio-writepgs-limit, --aio-read-eents-limit, or --aio-
accept-gents-limit dont really apply Instead the sum of these is used to limit the number of
evants handled at one time (in the 1 queue case).

OPTIONS (FOR OPEN FILE AND HEADER CACHING)

-C

--caching-on
Turns caching on.

--cache-table-sizedN
Specifies the size of the hash table used to cached@les.entry is used per cached fiROTE:
if the --cache-max-load-factoris exceeded the sawwill print a message andgie We do rot
automatically increase the size of the hash table becauseamgavensure identical and repeat-
able behaviour from one experiment to the next.
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--cache-max-load-factor=N
Specifies the maximum proportion of entries that can be filled in the hash table, expressed as a

fraction of the table sizeFor example--cache-max-load-factor = 0.7@ill not permit the hash
table to become greater than 70% full. If it does, a message is printed and the server exits.

--cache-max-bytes#
Specifies the maximum number of bytes cached.

--cache-max-file-sizeN
Don't cache files larger thaN bytes.

--cache-table-print
When the program ends, print out the contents of the hash table used for caching.

--cache-for-spec
This enables a special hash function that does perfect hashing on URLs requested by SPECweb99.

This is intended for experimentation only.

--cache-lock-pages
Lock all cached pages into memory (must run as root for this to work).

--cache-warnxfilename>
If specified and caching is enabled then read a list of files and/or directories in <filerfaone>.

each file add it to the usemcache and touch each page. H #@'drectory, cache and touch each
file in the directory If --cache-table-print is declared then print the cache afédiei&n primed.

OPTIONS (FOR DEBUGGING)

-D [0x]N

--debug-mask40x]N ]
Specify a debug mask. If prefixed with '0x’, the argument is interpreted>asléamal; other
wise it is interpreted as decimdtor maximum debugging detail uselebug-mask =0xfffffff. To
turn debugging messaged obe --debug-mask = 0x0. See debug.h for details. Note: that to
compile without debugging also see debug.h.

--trace-summary
Keep track of information garding system calls and print a summakttracing is enabled a list

of each gent being traced will be dumped to a trace output file.

--trace-summary-only
Keep track of information garding system calls and print a summatf/this option is enabled
individual events are not actually recorded but instead information to produce a summary of each
evant type is tracked. Forxample, minimum, maximum and/exage call times for each system

call being traced.

--trace-filename path
Specify the name of the file to write tracing output to, when tracing is enabled.
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-i
--interactive
Turns on interactie node. Thesener stops between calls to proceganés and prompts the user

for input. This permits the user to query some of the state of thersmrio step through sew
execution. Atthe prompt type 'h’ or '?’ for a list of commands.

-P

--count-sigpipes
Install a signal handler that simply counts the number of SIGPIPE signaisedecei

OPTIONS (FOR EXPERIMENTS RELATED T O BOUNDING PERFORMANCE)

These options are designed toddhe server stop processing a request at various stages of a requests life.
It stops handling the request by closing &\d of the socket and not working on that requegirenme. |ve
attempted to list these in the order of earliest time to drop the request toTaestdea is that by running a
series of experiments by using each of these options one might be able to get a sensauthhaddi-

tional stage costs.

-n

--no-accepts

--listen-only
This puts the sesr into a mode where it onlyer listens to requests. It wer makes ay attempt
to process requests. So itveeeven accepts ay requests. Théelieve is that this might be used
to provide insights into the amount ofechead incurred wheneknel TCP SYN queues and appli-
cation listen queues become full.

-A

--accepts-only

--close-after-accept
In this mode the seev accepts and closes incoming connection requests as quickly as possible.
At the time this vas doneclose()would block until the call completed (despite the fd being in non
blocking mode). So immediately after accepting, clbe(). to terminate the connection.

--close-after-sock-init
The serer accepts a connection, initializes the socket (setting socket optien®ditet tuffer
sizes, non blocking mode, etc) and then it closes the connection.

--close-after-read
The server accepts a connection, initializes theetasads the request and then closes the con-
nection.

--close-after-parse
The server accepts a connection, initializes the edodads the request, parses the requests and
then closes the connection.

--fake-writing
The server accepts a connection, initializes the edoddads the request, parses the requests and
then reads the entire file before sendingle fresponse (HTTP OK with size 0). Note that this
only works when read/write are being used (currently this happens only when the file descriptor
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and response header are not cached and when sendfile is not used).

OPTIONS (FOR USE WITH THE SEND ENHANCED KERNEL)
WARNING: these options are highly experimental and subject to continuous change.

These options specify hothe usever interacts with ne Linux Scalable Event Notification and Dagdiy
(SEND) kernel mechanisms. See [Ostrowski-2000] for more details on SEND.

-K [OX]N

--kdebug-mask=0x]N ]
Specify a debgging mask which is passed to #hctl system call to set a kernel debugging mask
for the SEND related parts of therkel. Ifprefixed with '0Ox’, the argument is interpreted as hexa-
decimal; otherwise it is interpreted as decimal.

--send-polls-for-accepts
The send loop polls for meconnections.

-B

--block-for-send_earents
When there are not morgeats to process, block andaiv for one or more e events by calling

ewuctl().

-E

--send-&ents
Use sendents. This version does not do notification.

-G

--use-getpid
If we arent blocking to wait for gents (by calling etctl) we may wish to maka ystem call to
give the kernel a chance to dedi events to the application (since thare delvered when return-
ing from a syscall. In this case we ugpid() because it is likely fast.

-Y

--send-io-events
Use sendwents. This version does do notification.

-N

--send-loop
Use the send loop. Can potentially get and process sentseven while using select.This
bypasses the use of the select call.

-b' N

--ecb-buf-entries=N
How mary events can be stored in the applicat®a’ent control buffer (ecb).

-QN
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--ecb-hi-water=N
Set the high water mark used for tiwerg control luffer (ecb). One of the things we tried is to
turn event delivery off when the--ecb-hi-watermark is reached and then to turn dely back on
when the--ecb-low-watemark is reached.

-q N
--ecb-low-water=N
Set the lav water mark used for thevent control luffer (ecb). One of the things we tied is to

turn event delivery off when the--ecb-hi-watermark is reached and then to turn dely back on
when the--ecb-low-watemark is reached.

-U

--auto-accept
Turn on the SEND érnels auto accept mechanisms. Whenaneonnection requests are the
kernel automatically accepts them (auto accepts 'em) and notifies the application wittnen e
containing the n& connections fd.

--auto-accept-aperture
Control the diference between the number of connections the kernel has autoaccepted and the
number of connections the application has clod&fthout this type of control the autoaccepting
can get out of control and the kernel can spend too much time auto accepticmnnections and
the application is not able to makwuch forward progress on existing connections.

--use-accept-send

Use a special version of accept that retuwenteinformation related to the accepted connec-
tion/socket.

g
--kernel-info
Experimental: was to tell the application that tlegnlel has an interfacevallable for obtaining

more information about the size and number of entries in some oétthel kjueues (e.g., the TCP
SYNQs and the applicatiaglistenq).

OPTIONS (FOR CHOOSING AND CONTROLLING A VICTIM)

WARNING: These are just some hacks to try out some ideas.

-F

--victim string
Set the specified string as a victim strifgy uri that contains this string is declared a victim.
How it is victimized depends on thealue used in the --victim-skip option. If the --victim-skip
option is not set there is no affect on the specified victim file.

--victim-skip N

If N is > 0, then writes to the client socket will be skipped N-1 tinTd®e idea is to sle down the
response to gnclient that requests the specified victim fil@pecifically when the eent mecha-
nism indicates that the socket is ready for writing the write will just be skipNetk that this
probably won’'t work with epoll if you are using edge triggereds. Also note that the amount
of slow down depends on the number of other setskthat are ready for processing when treate
mechanisim returns and the amount of processing required for each ofvilrdse e

If N = -1 then no writes are skipped but instead the server uses madvise after it has written the
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bytes to advise the operating system that it do@sed the bytes for this file anymore.

--cache-miss-skip N
This is specific to BSD (possibly FreeBSOJ. N is > 0, then sendfile calls that would block
because of disk I/O (i.e., a file cache miss) will be skipped N tiffies.idea is to sl down the
response to arclient that requests a file that might require disk I/O. In theory this may permit us
to favaur requests for files that are in the file cacBeecifically when the gent mechanism indi-
cates that the socket is ready for writing the sendfile call will be made with the flag
SF_NODISKIO.

Currently this isrt intended to be used in conjunction with --victim and --victim-skip (i.e., |
haven’t thought through the behaviour).

OUTPUT

This section describes portions of the output produced duringébet®n of theuserver.

The first portion of output lists the program name and the command line parameters. The second portion of
output lists the setting of all options. This is the most reliable way to find out the default settings for some
options.

The next tvo sctions identify operating system and per user or process limits.

The remainder of the output pides more information about default settings of various parameters and a
large number of statistics about theaution of the server.

AUTHORS

BUGS

userver was devdoped by Tim Brecht by starting with some micro web sesvoriginally deeloped by
Abhishek Chandra and David Mosberger [Chandra-2008vid Pariag contributed the current caching
engine. On®f the hash functions is from Bob Jenkimeb site.

Probably man

NOTE: very fav if any checks are performed to see if the combination of options being used makes sense.
For example, the behaviour from using both theelect-loopand--send-loopoptions is undefined.

Always be sure to double-check results and déadl prey to measuring client-performance instead of
server performance! The tobitperf is very good at generating loads.

Many of the single letter options are filiult to relate to anything meaningful. As the number of options
grew | eventually started to run out of alphabet and added long options.

The useiinterface definitely could be impved. A simple configuration file might be more suitable than
the maly command-line options.
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