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Datacenters have traditionally been designed and deployed
as a collection of server racks, where each rack consists of
approximately 42 units of servers connected to one or two
edge switches. In this model, computation is generally lo-
calized within a single server, and the edge switches provide
10 or 40 Gbps of non-blocking bandwidth between servers
in the same rack.

Although the traditional model is easy to deploy, applica-
tion writers are increasingly finding that a unit of compu-
tation does not conveniently fit within a single server. To
address this issue, a new datacenter model, known as rack-
scale computing, has been proposed. In rack-scale comput-
ing, a rack is not a collection of servers, but is instead a
single system consisting of multiple interconnected subsys-
tems, such as CPU, memory, and storage, that are disag-
gregated into separate locations within a rack. Depending
on the design, a subsystem can be made up of components
of the same type, where a component is essentially a mini-
server with an abundance of a particular resource, or it can
be made up of just the raw resources with the network serv-
ing as a rack-scale system bus. In this paper, we will focus
on subsystems that are made out of components. Through
disaggregation, components can be upgraded independently,
and datacenter operators can customize the balance between
different subsystems without having to replace or upgrade
every component.

The key barrier to realizing subsystem disaggregation is
the absence of commodity, high-speed rack-scale networks.
Current 40 Gbps networks may not have sufficient band-
width to satisfy the data requirements between different sub-
systems. Simply increasing the network’s bandwidth is not
a sustainable solution because it places an extreme demand
on the edge switches. For example, a 100 Gbps network con-
necting 100 different components in a rack-scale computer,
where a component is a unit of CPU, memory, or storage,
requires an edge switch with a switching throughput of 10
Tbps. Distributed switching or server-centric networks can
address this problem, but they introduce additional switch-
ing latency that can significantly reduce the performance of
latency-sensitive applications.

In order to achieve the goals of rack-scale computing, we
believe there is a critical need for reconfigurable rack-scale
networks that can dynamically change their topology to pro-
vide high-bandwidth, direct connectivity between different
components in response to changing workloads. Although
there has been a significant body of work on reconfigurable
networks [1, 2, 3], they have all approached the problem by
reconfiguring the connectivity between switches to reduce
or eliminate the impact of network oversubscription. We
believe that, for rack-scale computers, a more effective ap-
proach is to have more edge switches, where each switch
is responsible for only a small group of components, and
to dynamically reconfigure the group membership of the
switches, as illustrated in Figure 1. This approach provides
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Figure 1: The components A, B, and C form a group
by connecting to the same edge switch through the
reconfigurable optical circuit switch network.

non-blocking connectivity between components within the
same group, and allows group membership to be adjusted in
response to changing workloads. It is motivated by the ob-
servation that there is far stronger communication locality
between small groups of components than there are between
larger groups. Therefore, changing group membership is of-
ten more effective than changing switch connectivity.

To implement dynamic group membership changes, we
propose using a 2-stage Clos network of optical circuit switch-
es to connect the rack components to an oversubscribed
2-tier packet-switched network. The optical network en-
ables a rack component to be directly connected to any edge
switch, and the 2-stage design allows for the use of smaller,
commercially available optical circuit switches. By provid-
ing group membership reconfigurability, the 2-tier packet-
switched network can be highly oversubscribed; near-saturat-
ion of the oversubscribed links can used as a signal to trigger
a group membership change. An alternative design is to cre-
ate a completely packet-switched folded-Clos network. How-
ever, this would increase packet switching latency within a
group. Furthermore, at 100 Gbps, optical circuit switches
are less expensive than packet switches.

Comparing the cost of our design with OSA [1], our design
requires more optical circuit switches, but does not require
any optical WSS or MUX/DEMUX hardware. More impor-
tantly, because our design requires less bandwidth between
switches, each edge switch can be nearly half the size com-
pared to OSA. This is a significant cost reduction, and more
than covers the cost of the additional optical circuit switches.
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