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ABSTRACT
A commonly used technique for evaluating and comparing
the performance of systems using 802.11 (WiFi) networks
is to conduct experiments. This approach is appealing and
important because it inherently captures critical properties
of wireless signal transmission that are difficult to analyt-
ically model and simulate. Unfortunately, obtaining con-
sistent and statistically meaningful empirical results using
802.11 networks, even in well-controlled environments, can
be quite challenging and time consuming because channel
conditions can vary over time.

In this paper, we use 2.4 and 5 GHz 802.11n MIMO net-
works to study different methodologies that could be used
to evaluate and compare the performance of different alter-
natives used in 802.11 systems (e.g., different systems, con-
figurations or algorithms). We first illustrate that some of
the more commonly used methods in existing research are
flawed and explain why. We then describe a methodology
called multiple interleaved trials that, to our knowledge, has
not been used for, or studied on, 802.11 networks. We eval-
uate this methodology and find that it can be used to repeat
experiments and to compare the performance of different al-
ternatives. Finally, we discuss other possible applications of
this approach for comparative performance evaluations.

1. INTRODUCTION
An important aspect of any type of research is being able

to fairly evaluate, compare and draw conclusions regarding
the relative merits of multiple competing systems or tech-
niques. In this work, we refer to alternatives as solutions or
systems that depend on 802.11 networks. Some examples in-
clude, comparing different versions of TCP, video streaming
techniques, or 802.11 rate adaptation algorithms.

In 802.11 networks, performing fair comparisons of differ-
ent alternatives can be extremely challenging because chan-
nel conditions can vary significantly over time. As a result,
analytic models, simulation and channel emulation are entic-
ing because they can be used to ensure that each alternative
being compared is exposed to precisely the same channel
conditions. Unfortunately, wireless channel models require
mathematically modeling the physical properties of signals
traveling through space, bouncing off, being absorbed by
and passing through walls, ceilings and other objects. Signal
propagation is also affected by the materials found in these
objects thus requiring different models for different materi-
als. Homes and offices may require different models, because
of differences in building materials and furnishings, and it is
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highly likely that no two homes or offices are identical. More
importantly, in order to accurately reflect environments in
which WiFi devices are likely to be deployed, such mod-
els also need to include models of interference from other
WiFi and non-WiFi devices. The use of handheld mobile
devices makes obtaining accurate results substantially more
difficult, if not intractable.

Therefore, empirical evaluations are highly desirable be-
cause they can provide a level of realism and accuracy that
is difficult to achieve otherwise. However, empirical evalu-
ations are not a panacea. Because channel conditions can
vary over time, conducting repeatable experiments can be
very challenging. One of the goals of this paper is to under-
stand the possibilities and limitations of conducting empir-
ical measurements when using increasingly popular 802.11n
MIMO networks. We study the efficacy of different method-
ologies for comparing multiple competing alternatives. We
examine both tightly controlled, presumably repeatable chan-
nel conditions, and uncontrolled environments with highly
variable channel conditions. Our intention is not to discredit
past work that use these methodologies, as they may be ef-
fective given stable channel conditions. Instead, our goal is
to understand these methodologies and their pitfalls.

The contributions of this paper are:

• We examine different existing methodologies for conduct-
ing experiments to compare the performance of systems
that use 802.11n MIMO networks.

• We show that some commonly used techniques for com-
paring the performance of different alternatives are flawed,
even in highly controlled environments that are free from
interference from other WiFi and non-WiFi devices. This
could result in misleading conclusions.

• We show that the multiple interleaved trials methodol-
ogy provides repeatable results and can be used to distin-
guish differences in performance, even with highly vari-
able channel conditions.

2. BACKGROUND AND RELATED WORK
It is generally understood that interference from WiFi and

non-WiFi devices, and movement of individuals in the vicin-
ity of the experiment, can affect channel conditions in 802.11
networks, and thus, repeatability. Nevertheless, experiments
are widely used because of the realism they provide.

2.1 Repeatability in Experimental Evaluation
Several studies [1, 2, 3, 4, 5, 6] have considered the issue of

repeatability when performing empirical performance eval-
uations of 802.11 networks. Ganu et al. [1] focus on the re-



peatability and reproducibility of 802.11 experiments. They
report on variations across five runs in a semi-controlled en-
vironment using the 802.11b standard. However, they do
not provide any statistical analysis of these experiments in
order to determine whether or not results could be repeated.
In this paper, we present results of several 802.11n MIMO
experiments along with a statistical analysis of these results
and report on the ability to repeat experiments, as well as
fairly compare multiple alternatives.

Burchfield et al. [2] study different factors that affect the
repeatability of 802.11 experiments. They show that the
outcome of an experiment can change significantly by a sim-
ple change in the environment such as interference or swap-
ping the location of the sender and receiver. Therefore, they
suggested using wireless channel emulation to solve the re-
peatability problem. Wireless channel emulators can repeat
identical channel conditions across trials [2, 3]. However,
they suffer from a lack of realism, as they rely on simplified
models of wireless channels [7]. In Section 5.3, we present
a methodology that can achieve repeatability even in the
presence of external interference.

In an effort to make experiments involving mobility re-
peatable, robots have been used to carry a wireless node [4,
5, 6]. These robots follow the same path for each experiment
to try to minimize the variation caused by following slightly
different paths in every run. Rensfelt et al. [6] evaluate the
potential effect of using robots, instead of a person carrying
a mobile device, on the repeatability of the results. They
show that robots can lower the variability of received signal
strength indication (RSSI) measurements in 802.15.4 sensor
networks. In Section 5.3.3, we study the effect of using a
toy train to repeat mobile experiments (in terms of RSSI
and throughput) in more widely used 802.11n networks.

2.2 Methodologies for Experiments
To address problems with repeating experiments, re-

searchers suggest avoiding situations where the channel con-
ditions are likely to change rapidly, by conducting exper-
iments “in the middle of the night”, “when no one else is
around”, or in the 5 GHz spectrum to avoid interference
[8, 9, 10]. There are three problems with such evaluations.
The first problem is that they may not be representative of
the conditions under which devices are most often used and,
more importantly, the conditions that may prove to be most
difficult for different alternatives to handle (i.e., when chan-
nel conditions change over time). The second problem is
that there is an implicit assumption that running an exper-
iment during the night avoids non-WiFi interference [8, 11].
However, recent studies report significant levels of non-WiFi
activity during the night [12, 13, 2]. The third problem with
this approach is the assumption of repeatability, which may
not be true if not checked. The consequence of these prob-
lems is that if external interference is not monitored during
an experiment, and repeatability is not established, it may
affect the conclusions that can be drawn from these exper-
iments. In essence, differences in performance may be mis-
takenly attributed to differences between alternatives, when
in fact they may be due to differences in channel conditions
encountered during the experiments. In this paper, we con-
duct several experiments to determine whether or not exper-
iments can be repeated in environments with and without
interference from other WiFi and non-WiFi devices. We
also show (in Section 5.1), as pointed out by others [2], that

nighttime channel conditions are not representative of day-
time channel conditions.

Another common approach used when conducting empir-
ical performance evaluations is to run experiments multiple
times and report the average performance and some notion
of the variability of the obtained results. Unfortunately,
some papers [11, 14, 9] do not report the standard devia-
tion or confidence intervals, despite running multiple exper-
iments. In Section 5.2, we show that ignoring confidence
intervals may lead to incorrect conclusions.

Other papers [15, 16, 17, 18] do report the standard devia-
tion or confidence intervals. Interestingly, in our evaluation,
we observe that confidence intervals, while useful, can also
be misleading. In Section 5.2, we obtain statistically signif-
icant differences (i.e., non-overlapping confidence intervals)
for two sets of identical experiments. We show that if an
experiment using alternative A is repeated for multiple iter-
ations, followed by multiple iterations using alternative B,
changes in channel conditions can result in inaccuracies that
are not reflected in the confidence intervals. In Section 5.3
we propose the use of and evaluate a variation of this tech-
nique that addresses this issue.

A trace-driven evaluation methodology like T-RATE [19]
could be used to collect traces using real experiments and
then use those traces to evaluate rate adaptation algorithms
using identical channel conditions. Unfortunately, T-RATE
is only designed to be used to evaluate rate adaptation algo-
rithms and has only been developed for 802.11g networks.

3. EXPERIMENTAL SETUP
We have created a small test bed for conducting experi-

ments using cubicle-based office space in a university cam-
pus building. Our test bed consists of desktop systems con-
taining TP-Link TL-WDN4800 dual-band wireless N PCIe
adapter. These cards use the Atheros AR9380 chipset, con-
tain three antennas and support three streams (i.e., a 3x3:3
MIMO configuration). In stationary experiments, we use
two desktops, 4 meters apart, with no line of sight. For
mobile experiments, we use a laptop configured to use a
TP-Link TL-WDN4200 dual-band wireless N USB adapter.
This adapter contains an Ralink RT3573 chipset and also
supports a 3x3:3 configuration. To maximize repeatability,
for some experiments, we use a small electric train on which
a laptop is placed. The train is operated at walking speeds.

We conduct experiments using both 2.4 and 5 GHz
802.11n networks. Unless otherwise specified, we choose
channels that are not used by any other access points or
devices. In our 5 GHz experiments, we enable the optional
40 MHz channel width to increase the available bandwidth.
We ensure that there is a minimum of 40 MHz of separa-
tion between the channel used by our network and those
used by other networks. This helps to avoid channel leakage
from adjacent channels, which can cause performance degra-
dation [20]. In our 2.4 GHz experiments we do not use 40
MHz channel widths in order to limit external interference in
this spectrum. The optional short guard interval feature is
enabled in all of our experiments. To ensure that unknown,
or unwanted, interference from other devices is avoided, we
continuously monitor all of our experiments using an Air-
Magnet Spectrum XT [21]. This analyzer is able to detect
and classify both WiFi and non-WiFi interference.

On the desktop machines, as well as the laptop, we use
Ubuntu 12.04 with Linux kernel version 3.13.0. The ath9k



(Atheros) and rt2800usb (Ralink) device drivers are pro-
vided by the backports-3.14-1 package. We use iperf [22]
to generate UDP traffic between the sender and receiver
at as high a rate as possible, to fully utilize the network
infrastructure. The sending device in all of our experi-
ments uses the Minstrel-HT 802.11 rate adaptation algo-
rithm, which is the default rate adaptation algorithm used
by the Linux Ath9K driver. Although we could have used
tcpdump to record much of the information reported in this
study, we use detailed information obtained directly from
the ath9k driver. Previous modifications to the ath9k driver
are used, which record highly detailed information for ev-
ery packet [19]. MAC layer frame aggregation is enabled to
increase the efficiency of the 802.11n MAC layer.

4. EXPERIMENTAL METHODOLOGIES
One of our goals in this paper is to better understand the

efficacy of existing methodologies that have been used to
empirically measure and compare the performance of 802.11
networks. We use the term trial to refer to one measure-
ment, typically obtained by running a benchmark or micro-
benchmark for some period of time (the length of the trial).
An experiment can be comprised of multiple trials execut-
ing the same benchmark, where the results of the experiment
are reported over the multiple trials (e.g., the average of the
measurements obtained over the trials).

Because it is well known that channel conditions can vary
over time, we are interested in understanding repeatabil-
ity and degree of variability across multiple experiments.
Clearly if the goal of empirical research is to compare mul-
tiple alternatives in order to draw conclusions about which
is the best choice, it is important that the conditions un-
der which the different alternatives are tested do not change
significantly, in order for the comparison to be fair.

The approaches we examine in this work are:

• Single Trial Experiments: In this approach, an exper-
iment consists of only a single trial. This is a surprisingly
common approach used in existing work [10, 8, 23]. In
most cases, multiple wireless environmental setups might
be considered (e.g., mobile, stationary, with and without
hidden terminals), however, comparisons are made and
conclusions are drawn using only a single trial.

• Multiple Consecutive Trials: This approach recog-
nizes that possible changes in channel conditions can lead
to variability. As a result, multiple trials are used. All
trials for the first alternative are run, followed by the sec-
ond alternative and each of the remaining alternatives.

• Multiple Interleaved Trials: This approach requires
interleaving each of the alternatives being studied. One
trial is conducted using the first alternative, followed
as soon as possible by one trial with the second, and
so on until each alternative has been run once. When
one trial has been conducted using each alternative we
say that one round has been completed. Rounds are re-
peated until the appropriate number of trials has been
conducted to complete an experiment. If channel condi-
tions are affected at regular intervals, and the intervening
period coincides with the length of each trial, it is possi-
ble that some alternatives are affected more than others.
Therefore, we recommend a random reordering of alter-
natives for each round. In essence, a randomized block
design [24] is constructed where the blocks are intervals
of time (rounds) and within each block all alternatives

are tested, with a new random ordering of alternatives
being generated for each block. In this paper, to make
this methodology easier to describe and understand and
because we did not find it necessary to randomize trials,
we use the same ordering for each round.

Next we evaluate the efficacy of these methodologies for
fair and repeatable comparisons of multiple alternatives us-
ing throughput and RSSI (RSSI is also a popular metric [1,
2, 6]). When multiple trials are used, we include 95% confi-
dence intervals computed using the Student’s t-distribution.

5. EVALUATING REPEATABILITY
The results in Sections 5.1 to 5.3.2 are obtained by running

a single experiment where one stationary sending device is
communicating at as high a rate as possible to a single sta-
tionary receiver for 24 hours. Nothing changes over that
time except for possibly the channel conditions. We then
divide the results obtained over that entire time period into
chunks of time and compare results over those time peri-
ods as though they are “different” alternatives. However,
because in reality the same alternative is used in all exper-
iments, the results obtained across all experiments should
ideally be identical, or close enough so as to be statistically
similar. That is, the results should be repeatable. Results
that are not similar indicate that there is a flaw with the
methodology.

5.1 Single Trial Experiments
Often when experimenters wish to compare two or more

alternatives, a single trial of each alternative is used. For
example, running alternative A for 60 seconds, followed by
alternative B for 60 seconds, and using these results to com-
pare performance differences between A and B.

We collect throughput and RSSI measurements over 24-
hours and then divide it into 60-second experiments and
compare all consecutive sets of two experiments. Figure 1
shows measured throughput (the top line) and RSSI (the
bottom line) for each of these experiments. The x-axis rep-
resents time from midnight of one day until midnight 24
hours later. In this and many subsequent graphs, the left
y-axis shows throughput and the right y-axis shows RSSI. In
practice, an experimenter using this methodology has only
one data point for each alternative, rather than the hun-
dreds presented here, hence our focus on only consecutive
data points. We include 24 hours worth of data to see how
this methodology works at different times of the day (i.e.,
with different degrees of variability).

 0

 25

 50

 75

 100

 125

 150

 175

 200

 225

 250

00 02 04 06 08 10 12 14 16 18 20 22 00
-51

-50

-49

-48

-47

-46

-45

-44

T
h
ro

u
g
h
p
u
t 

(M
b
p
s)

R
S
S
I 
(d

B
m

)

Time (Hour)

Tput
RSSI

Figure 1: Consecutive Experiment Variability

For this methodology to be sound, each set of consecutive
data points needs to be within some tolerance level based on
the desired granularity at which differences in alternatives



are to be compared. Figure 2 highlights (by zooming in on)
two subsets of the 24 hours. The purpose is to provide a
more detailed view of the results at the level of individual
experiments and to examine the differences between these
two periods of time.

The period of time from 04:00 - 06:15 uses the top x-axis,
while the time from 17:00 - 19:15 is plotted using the bottom
x-axis. These times were chosen because they include peri-
ods of relative stability (04:00-06:15) and variability (17:00-
19:15). These subsets could be thought of as roughly corre-
sponding to the middle of the night and some working hours
(for the graduate students using this lab and these offices).

 0

 25

 50

 75

 100

 125

 150

 175

 200

 225

 250

17:00 17:15 17:30 17:45 18:00 18:15 18:30 18:45 19:00 19:15
-51

-50

-49

-48

-47

-46

-45

-44
04:00 04:15 04:30 04:45 05:00 05:15 05:30 05:45 06:00 06:15

T
h
ro

u
g
h
p
u
t 

(M
b
p
s)

R
S
S
I 
(d

B
m

)

Time (Hour)

Tput 04:00 - 06:15
RSSI 04:00 - 06:15
Tput 17:00 - 19:15
RSSI 17:00 - 19:15

Figure 2: Consecutive Experiment Variability

In Figure 2, throughput is roughly 160 Mbps at 19:06 and
then jumps to 200 Mbps for the trial’s immediate successor,
19:07. This is an increase of 25% in two consecutive trials
whose start times differ by only 60 seconds. From this level
of variation, it is evident that a single trial experiment could
be misleading if one alternative were to be measured at time
19:06 and another at 19:07. In this case, a difference of 25%
might be incorrectly attributed to the change in alterna-
tives, rather than the change in channel conditions. This
problem may be exacerbated by adding more alternatives,
as channel conditions may change for each of the alterna-
tives. For example, if several alternatives were examined
between 18:00 and 8:15, each would be subject to different
channel conditions (as can be seen by the changes in RSSI)
and obtain different throughputs. While the variation ob-
served between 04:00 and 06:15 in Figure 2 is lower than
that observed during 17:00-19:15, there does exist two con-
secutive trials where a difference of around 10% is observed
(at 04:55). This suggests that, for large enough differences
between alternatives, the single trial technique may be fine
during the middle of the night (or a period of low variability)
but rarely during the day, making it an unreliable technique
overall. The fluctuations of the throughput during this ex-
periment are mainly due to the movement of people working
in nearby cubicles. Additionally, the environments experi-
enced during both time periods were interference-free and
the period from 04:00 to 06:15 was entirely stationary (no
movement of devices or people), leading to a level of stabil-
ity that may not be representative of the environments in
which devices are most often used.

RSSI measurements in Figure 2 are similarly variable.
During the day (17:00-19:15), RSSI in consecutive experi-
ments differs by up to 0.92 dBm, while at night RSSI differs
by up to 1.26 dBm. Even though RSSI is not a complete pre-
dictor of performance, it is an indication of the variability of
channel conditions. Additionally, fluctuation is expected to
increase in environments with interference and higher levels
of mobility. Judd et al. [25] observed high levels of variability

in RSSI in a stationary environment with lots of mobility,
such as a lobby or a hallway. However, we observed that
fluctuations occur even in fairly stable environments. Inter-
estingly, and also noted by others [26], stronger signals do
not necessarily correlate with higher throughput.

GUIDELINE: In order to draw conclusions using single
trial experiments, channel conditions must be extremely sta-
ble. As a result, conclusions from these experiments cannot
be extended to other environments possessing greater vari-
ability (which may be considered more representative of en-
vironments in which devices are actually used). More impor-
tantly, even if channel conditions are believed to be stable, we
do not know of any way to guarantee, or verify, that channel
conditions did not change from one trial to the next. Thus,
our recommendation is to avoid using this methodology.

5.2 Multiple Consecutive Trials
As we saw in the previous section, a considerable amount

of variability can exist even in interference-free, stationary
environments. A possible, and commonly used, solution is to
run experiments multiple times and report performance met-
rics using a mean and some indication of variability across
experiments, instead of using a single measure. In practice,
when more than a single trial is collected, experimenters
often conduct all of the trials for a given alternative, be-
fore proceeding to the next. This makes sense, as there is
generally some setup time involved in switching between al-
ternatives. For example, changing WiFi cards or a software
configuration (e.g., unloading and loading a device driver in
order to change the rate adaptation algorithm).

To evaluate this approach, we again divide the same data
collected during the 24-hour period into 60-second trials but
now combine consecutive trials together to constitute an ex-
periment. While experiments may not be performed in such
a continuous fashion, we use this technique as it allows us
to fairly and easily utilize the same data when comparing
competing methodologies. We compute the throughput and
RSSI for different numbers of trials. Recall that during the
24-hour period, the only thing changing is channel condi-
tions and, because we ensure that there is no WiFi or non-
WiFi interference, channel conditions should be relatively
stable (especially compared with more challenging scenarios
that include interference). If the experiments are repeat-
able, we should see no statistical difference between the two
consecutive alternatives A and B (i.e., if the 95% confidence
intervals overlap, we consider the result to be repeatable).
However, if a statistically significant difference is observed
(the confidence intervals do not overlap), the measurement
technique can potentially lead to erroneous conclusions. A
conclusion may be drawn that performance differences are
due to different alternatives, rather than changes in channel
conditions. Even though, in this case, A and B are identical.

Figure 3 shows the results of applying the multiple con-
secutive trials technique to the 24-hour data that we used in
the previous section. We focus on 4 hours of data (16:00 -
20:00) where higher channel variability was observed (again
because we are interested in determining if experiments can
be used to evaluate alternatives when channel conditions
are variable). The three plots in this figure show the av-
erage throughput and RSSI with 95% confidence intervals
for both alternatives when using 5, 10, and 15 trials (top,
middle and bottom, respectively). We consider 5 trials to be



small but include it because a number of previous studies [9,
17] examine 5 or even fewer trials. As in the previous sec-
tion, we only compare two consecutive experiments. How-
ever, because several trials are used, we test for overlapping
confidence intervals to assess repeatability.

In Figure 3, when examining throughput, we see that
for 5 trials there are two consecutive non-overlapping con-
fidence intervals for experiments at 16:50, 17:50 and 19:05.
Increasing the number of trials to 10, we see non-overlapping
confidence intervals at 16:00, 16:50, 17:50, 18:20 and 18:35.
This may be due to the fact that more trials increases the
amount of time between the start of consecutive experiments
and, therefore, increases the likelihood that the environment
changes between these two experiments. This can lead to
problems if experiments happen to be run during these pe-
riods of variability. While it may be tempting to assume
that an astute experimenter would recognize these periods
of variability, in reality, it is unlikely that they have 24 hours
of experiments comparing the two or more alternatives; in-
stead, they are likely to have only one data point for each
alternative. Unfortunately, we are not aware of any way to
determine, before or after the experiments have been run,
that the observed differences are due to different alterna-
tives, rather than changes in channel conditions. Recall that
in our case we know that all alternatives being examined
are identical. These issues become more pronounced when
comparing more than two alternatives, as the start times
between compared alternatives are further apart. For ex-
ample, consider 5 alternatives with 15 trials starting at time
18:12. Several of these results have non-overlapping confi-
dence intervals. In the next section, we explain how a simple
modification to this technique can overcome these issues.
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Figure 3: Multiple consecutive trials (2 alternatives)

GUIDELINE: In a controlled and interference free envi-
ronment we were unable to reliably repeat experiments using
the technique of multiple consecutive trials. Moreover, the
confidence intervals obtained using this technique may pro-
vide a false sense of rigor and validity when comparing dif-
ferent alternatives. Because channel conditions may change
over time and because we do not know of any way to guar-
antee or verify that they have not changed, our recommen-
dation is to avoid using this methodology.

5.3 Multiple Interleaved Trials
In the hope of addressing the shortcomings of the multi-

ple consecutive trials technique, we now evaluate the tech-
nique we call multiple interleaved trials. To our knowledge,
this method has not been explicitly used in previous studies
evaluating performance when using 802.11 networks. We are
the first to directly study this methodology in the context
of WiFi performance analysis.

This perhaps obvious, but important, approach provides
the advantage that trials are more closely situated in time,
provided each trial does not run for too long (the length of
trials is discussed in Section 5.3.5). The intuition is that
by interleaving alternatives, they will be exposed to chan-
nel conditions that are more similar than when using multi-
ple consecutive trials. This is particularly important as the
number of alternatives being compared grows. For example,
if two alternatives are compared using multiple consecutive
trials, if a microwave-oven (or any device that generates in-
terference) is used during A’s trials but not during B’s trials,
A will likely experience unfairly low throughput. However,
with multiple interleaved trials, if the trials are short relative
to the length of time the microwave is on, both alternatives
are likely to be subjected to the interference. If the trials
are sufficiently long, such that one alternative is affected sig-
nificantly more than the other, it should show up as wider
confidence intervals for that alternative.

5.3.1 Stationary: Two Alternatives
We begin by using the same 24-hour data used in the pre-

vious evaluations in Sections 5.1 and 5.2. This ensures that
the same conditions are experienced using all three method-
ologies. We process the data by using the first 60 seconds
of data for the first trial of the first alternative (A) and the
next 60 seconds for the first trial of the second alternative
(B). This completes the first round or trial. This process is
repeated until N trials have been obtained. We then com-
pute the mean throughput, RSSI and confidence intervals
from the N trials and plot that data. This process is re-
peated until all 24 hours of data have been used. We thus
produce multiple pairs of data points comparing alternatives
A and B over different times of the day. Since A and B are
identical, we expect to see no statistical difference in any of
the pairs of data points comparing the two alternatives.

Figure 4 shows these results for 5, 10, and 15 trials from a
period of the day with the high variability (16:00 - 20:00). In
all cases (including times not shown) confidence intervals for
A and B overlap. This suggests that experiments using mul-
tiple interleaved trials are repeatable for two alternatives for
the given data. Increasing the number of trials tightens the
confidence intervals. Recall that with multiple consecutive
trials, increasing the number of trials decreased the confi-
dence intervals, however the results were not repeatable.
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Figure 4: Multiple interleaved trials (2 alternatives)

5.3.2 Stationary: Five Alternatives
To this point we have focused on comparing two alter-

natives. However, it is often desirable to compare multiple
competing alternatives. Comparing more alternatives makes
the evaluation more challenging because each round takes
longer to complete and trials from the same alternative are
farther apart in time. Consequently, trials may experience
more disparate channel conditions. The different trials for
each alternative can be separated in time either because of
more alternatives, as is the case in this section, or perhaps
because of setup time required to switch between alterna-
tives. In Section 5.3.5 we also consider the interval between
trials by examining trials of different lengths.

We again use the same 24-hour data and multiple inter-
leaved trials to compare five alternatives. Data is processed
in the same way as for two alternatives, except there are
now five alternatives (so each round lasts 5 minutes). The
results are shown in Figure 5. Each group of points, il-
lustrated by different colors, represents the comparison of
5 alternatives. This graph shows that the 95% confidence
intervals for the mean throughput and RSSI for all five al-
ternatives for 5, 10 and 15 trials overlap. The overlapping
confidence intervals indicate that each alternative was sub-
jected to roughly similar channel conditions, and demon-
strates that for this environment, results are repeatable for
five alternatives using multiple interleaved trials. For these
experiments, increasing the number of trials decreases the
size of the confidence intervals, allowing the study of finer
differences between multiple alternatives. However, we ex-
pect that diminishing returns would come into effect as the
number of trials grows.

GUIDELINE: The technique of using multiple interleaved
trials increases the probability that the compared alternatives
will be subject to similar channel conditions. This leads to
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Figure 5: Multiple interleaved trials (5 alternatives)

repeatable experiments and should permit fair comparisons
of different alternatives. Because multiple trials are being
conducted, the size of the confidence intervals is a reliable
indicator of the variability in channel conditions across dif-
ferent trials, and also provides a gauge as to whether or not
differences in the observed means are statistically significant.

5.3.3 Mobile: No Interference
Previous experiments were conducted using stationary de-

vices with no interference. Since mobility increases the vari-
ability of wireless channels, we evaluate the efficacy of mul-
tiple interleaved trials in mobile environments where a WiFi
receiver is moved by a motorized toy train or by a person.

We set up a toy train track in a roughly oval shape that al-
lows for a fairly wide range of received signal strengths due
to varying degrees of path obstruction and distances from
the Access Point (AP). At the starting point, there is very
little blocking the line of sight between the laptop and the
AP. At the farthest point, there are several cubicle walls con-
sisting of metal, wood and fabric in the way. Although, the
distance between the closest and furthest points on the track
are roughly only 5 meters, path loss due to cubicle walls af-
fect the 5 GHz signal propagation sufficiently to achieve a
15 dBm range of signal strength variation.

We place our laptop on the train and aim to maximize
repeatability by starting the train from the same position in
each trial. Each trial consists of two laps around the track
at approximately walking speed. We find that throughput
experiments are relatively repeatable in this environment.
Figure 6 (top) shows the throughput (bottom cluster) and
RSSI (top cluster) measured for each second. Each trial lasts
60 seconds and we plot the throughput obtained during each
second of all 20 trials. We add wider dark lines indicating
the maximum and minimum values obtained across all runs



to better indicate the range of values obtained. As expected,
each trial is different, however, all trials follow similar trends
with throughput increasing near the AP (near the 0, 30, and
60 second marks) and decreasing as it gets further away.
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Figure 6: Mobile: toy train (top) and walking (bottom)

We now repeat the same experiments, with a person car-
rying the laptop. Markers on the floor are used to follow
roughly the same path as that of the train. Holding the lap-
top at waist height, we measure throughput for 60 seconds;
again making two passes around the track for each trial. Fig-
ure 6 (bottom) shows that the throughput (bottom cluster)
and RSSI (top cluster) trends are fairly consistent across
trials, although less consistent than those obtained with the
train. This is expected as walking a path is naturally less ac-
curate due to the difficulty of maintaining consistent speeds,
positioning of the arms and body, and due to the body’s im-
pact on the received signals.

We should not (and do not) compare performance results
obtained from the train and walking trials. The height of
the laptop and the line of sight have changed between the
two experiments. Instead, we use interleaved trials to ana-
lyze the collected data as though two alternatives are being
studied in each of the toy train and walking experiments.

Figure 7 shows the mean throughput achieved using the
multiple interleaved trials technique for different numbers
of trials. The bars with 3 trials use data from the first 6
runs (two alternatives are interleaved), 5 trials - the first
10, and 10 trials - all 20 runs. These graphs are presented
to examine differences in the variability and repeatability of
results obtained during the train and walking experiments.
Again, if the experiments are repeatable, we expect to see
no statistically significant difference between these two al-
ternatives (labeled A and B). While the confidence inter-
vals are overlapping in all cases, indicating repeatability, the
train experiments exhibit tighter confidence intervals than
the walking experiments. This is an important finding as
walking experiments are often used for mobile WiFi perfor-
mance evaluation. If small differences between alternatives
are to be measured, the use of a robot (or train) may help
reduce variability and increase the likelihood of obtaining
statistically significant differences. On the other hand, be-
cause increased variability may be due to line of sight inter-
ference from the person carrying the device, one should be

careful not to assume that results obtained with a train or
robot can be applied to situations where people are walking
and carrying devices.
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GUIDELINE: Human controlled mobile experiments in-
troduce significant variability, making it desirable to use au-
tomated tools such as an electric train or robot. The multiple
interleaved trials technique may permit the use of experi-
ments that involve people walking with mobile devices when
automation is not feasible. However, it may be difficult to
discern small differences between alternatives.

5.3.4 Mobile: Person Walking with Interference
To further test the reliability of results obtained using

multiple interleaved trials, we conduct a few experiments
using a 2.4 GHz network where WiFi and non-WiFi inter-
ference are present. We first use a channel that overlaps with
multiple other uncontrolled APs (called the“Busy Channel”)
and then a channel with neighboring, but non-overlapping,
channels (called the “Unused Channel” because it is unused
except for our experiments). We refrain from referring to
this second channel as interference-free due to the potential
for channel leakage effects described in Section 5.1 and [20].
Instead, these two experiments can be thought of as ex-
amining scenarios with significant amounts of WiFi inter-
ference and with limited WiFi interference. Both channels
are subject to non-WiFi interference. We follow the same
procedures as the walking experiments, described in Sec-
tion 5.3.3, using twenty 60-second trials. However, in this
case we started much closer to the AP and walked to a point
significantly farther from the AP. This was done in order to
cover a much wider range of signal strengths.

We plot raw throughput and RSSI for each trial in Fig-
ure 8 and find that while there is significant variation across
trials for both channels, the general trends are quite simi-
lar across the different trials. Figure 9 shows the average
throughput with 95% confidence intervals. When consid-
ering two alternatives we see that the confidence intervals
overlap in all cases. This suggests that multiple interleaved
trials can be used to conduct repeatable experiments, even
in a challenging 2.4 GHz environment with significant in-
terference. Note that the confidence intervals for these ex-
periments are much smaller than the walking experiments
shown in Figure 7. This is indicative of the variable and
unpredictable nature of these types of experiments. While
it might be tempting to conclude that existing techniques
could be used in this situation, we again emphasize that we
know of no way to guarantee or verify that channel condi-
tions do not change during the experiment in a way that
creates unfair conditions for one or more alternatives.
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Figure 8: Mobile: unused (top) and busy (bottom) channels
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5.3.5 Trial Durations
In addition to ensuring that enough trials are run to obtain

tight confidence intervals, an interesting consideration is the
length of time required to conduct each trial. One issue is
how long trials should be and another is whether or not trials
of different lengths can be compared (e.g., when measuring
data transfer time) While these are issues that we hope to
investigate more deeply in future research, we now provide
a brief examination. To study these issues we use the same
24-hour data used previously in Sections 5.1 and 5.2, and
compare results obtained using trials of different lengths.

Figure 10 shows the results obtained by considering three
alternatives (A, B and C) with trial lengths of 15, 60 and
240 seconds, respectively. In this case each round is 315
seconds. The top, middle and bottom graphs show, 5, 10
and 15 trials respectively. To more easily compare the three
alternatives, we have zoomed in on a range of time where
variability was relatively high (in this case 12:00 - 20:00).

These results show that even when comparing alternatives
that use different durations (15, 60, 240 seconds), all sets
of experiments comparing these alternatives have overlap-
ping confidence intervals. This demonstrates repeatability
for this technique, for this set of data. We also note that
with only 5 trials, the confidence intervals for alternative
A (15 seconds) may be slightly larger in some cases than
those obtained for the alternatives with longer trial dura-
tions. However, as the number of trials increases, those dif-
ferences seem to diminish. In Section 6, we use alternatives
that each require different amounts of time to run in order to
test if this methodology can distinguish between alternatives
where differences are expected.
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6. DISTINGUISHING DIFFERENCES
Thus far all experiments have compared two or more al-

ternatives, each of the same configuration and setup, which
allows us to establish repeatability. However, it is often
desirable to perform experiments involving comparisons of
different alternatives. Generally, we are interested in how a
given system, configuration, or algorithm performs relative
to other alternatives.

In order to study the granularity at which statistically
significant differences can be determined between alterna-
tives, we conduct experiments using the interleaved trials
methodology. In this example, we vary the amount of the
data transferred from a sender to a receiver and measure
the time required to complete the transfer. Relative to the
baseline data size of 200 MB, we use transfer sizes of 100%,
110%, 120%, 130% and 140%, whose transfer times should
ideally, differ by exactly these factors (relative to the base-
line case). We chose 5 alternatives in order to determine
the degree to which the interleaved trials methodology can
be used to distinguish between these different alternatives.
While we perform 20 interleaved trials of each size, in both a
noisy 2.4 GHz network and an interference-free 5 GHz net-
work, we examine the data obtained after 5, 10, 15 and 20
trials. This is done in order to study the influence that the
number of trials may have on the variability of the results
and therefore the confidence intervals.

Figure 11 (top), shows the transfer times in the 2.4 GHz
network for each of the 20 trials. As can be seen in this
graph, the transfer times differ widely between trials. At
2.4 GHz, transfer times are noticeably longer near the be-
ginning of our experiment. This reinforces the need to use
the multiple interleaved trials technique; if consecutive tri-
als were used then transfer times for data sizes measured
early in the experiment could have appeared unfairly long.



However, using the multiple interleaved trials technique, all
alternatives (i.e., data sizes) are subjected to the unfavor-
able environment. Using the 5 GHz network, transfer times
were fairly consistent for each data size, which is expected
due to the lack of interference.
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Figure 11: Transfer times: 2.4 (top) and 5 GHz (bottom)

Figure 12 plots the average transfer times and 95% con-
fidence intervals computed after 5, 10, 15 and 20 trials. As
might be expected, when using the 2.4 GHz network with
more dynamic channel conditions (e.g., due to WiFi and
non-WiFi interference), small numbers of trials results in
relatively large confidence intervals. This may make it dif-
ficult to draw conclusions about differences in performance
between alternatives unless those differences are substantial.

Confidence intervals are noticeably wider when using the
2.4 GHz network, compared to the 5 GHz network. As a
result, for the 2.4 GHz experiment, only differences as large
as 40% are considered statistically significant. However, for
the 5 GHz experiment, differences as small as 10% can be
distinguished. Generally, a rule of thumb cannot be estab-
lished regarding the granularity of differences that can be
detected, as it depends on the level of variability in the ex-
periment. Note that is not a limitation of the technique but
rather the reflection of natural variation of experimental re-
sults. The multiple interleaved trials technique naturally
and inherently captures variability across trials.

GUIDELINE: When using the multiple interleaved tri-
als methodology in some environments, a small number of
trials may not be sufficient to allow one to determine statis-
tically significant differences between multiple alternatives.
It is critical to conduct multiple trials and to compute and
report confidence intervals.

7. DISCUSSION
It is important to understand that the results we have

obtained are unique to our environment and the times at
which the experiments were run. These results should not
be used to draw conclusions about the granularity of differ-
ences that can be distinguished in other environments. We
acknowledge the difficulties involved in conducting multiple
interleaved trials. It may be time consuming to manually
make configuration changes between each trial. This stresses
the benefits of automation or scripting of experiments.
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Figure 12: Transfer times: 2.4 (top) and 5 GHz (bottom)

In an ideal world, all trials would be conducted at once to
achieve perfect temporal correlation and identical channel
conditions between trials. One approach, inspired by Judd
et al. [27], would be to use splitters/combiners to capture
identical signals at multiple receivers. Unfortunately, this
has the significant drawback of reducing the received sig-
nal strength by 1/N , where N is the number of splitters.
Therefore, this approach may be of limited practicality and
we leave its evaluation for future work.

8. USE IN OTHER CONTEXTS
We have found that the idea of using multiple interleaved

trials predates our use in at least one other field. In an
n-of-1 clinical trial, one individual is observed as different
treatments (perhaps including a placebo) are administered
over time with data being collected and analyzed to deter-
mine the best treatment. This technique has applications in
individualized medicine [28].

We believe that multiple interleaved trials are well-suited
to, but to our knowledge have not been used, when evaluat-
ing the performance of computer systems or networks when
the system under test can not be guaranteed to be subject
to identical conditions across experiments. Some examples
might include: experiments on other types of wireless net-
works, “live” systems like wide area networks or web ser-
vices, or when using cloud computing environments where
CPU, memory and network performance can all vary signif-
icantly [29] over time. We plan to investigate some of these
use cases in future work.

9. CONCLUSIONS
Experiments have long been used and will remain an im-

portant tool for evaluating the performance of 802.11 net-
works. Because channel conditions vary over time, the diffi-
culty lies in obtaining repeatable and fair comparisons when
evaluating competing alternatives. One approach used in
the literature is to control for, and essentially eliminate,
variability in channel conditions. However, such evaluations
are not representative of more variable channel conditions,
under which devices are likely to be used.

In this paper, we study the degree to which 802.11n MIMO
network experiments can be repeated, with particular em-
phasis on methodologies for comparing competing systems,



configurations, or algorithms. We find that using existing
methodologies, we were not able to reliably obtain repeat-
able results, even under controlled conditions where there
is no WiFi or non-WiFi interference. As a result, we pro-
pose the use of and evaluate the multiple interleaved trials
methodology, that permits conducting experiments under
variable channel conditions. The keys with this approach
are that 1) it ensures that all alternatives are subject to
similar channel conditions, and is therefore fair, and 2) it
can be used to easily and explicitly measure the variability
of the results. Using this technique, we are able to obtain
repeatable results and distinguish differences among com-
peting alternatives in several challenging scenarios, includ-
ing mobile environments with both WiFi and non-WiFi in-
terference. We recommend that multiple interleaved trials
be considered when conducting 802.11n MIMO experiments
and stress that, regardless of the methodology used, it is
critical for researchers to understand, quantify and report
on the variability of their results.
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